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#### Abstract

In this thesis, two models of reversible computing are classified, and the relation of reversible computing to quantum computing is explored.

First, a finite, complete set of identities is given for the symmetric monoidal category generated by the computational ancillary bits along with the controlled-not gate. In doing so, it is proven that this category is equivalent to the category of partial isomorphisms between non-empty finitely-generated commutative torsors of characteristic 2 .

Next, a finite, complete set of identities is given for the symmetric monoidal category generated by the computational ancillary bits along with the Toffoli gate. In doing so, it is proven that this category is equivalent to the category of partial isomorphisms between finite powers of the two element set.

The relation between reversible and quantum computing is also explored. In particular, the category with the controlled-not gate as a generator is extended to be complete for the real stabilizer fragment of quantum mechanics. This is performed by translating the identities to and from the angle-free fragment of the ZX-calculus, and showing that these translations are inverse to each other.
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# List of Symbols, Abbreviations and Nomenclature 

Symbol or abbreviation

| $g \circ f:$ | The composite $f g$. |
| :---: | :---: |
| $x \in X$ : | $x$ is an element of the set $X$. |
| $\forall$ : | For all. |
| $\exists$ : | There exists. |
| $\geq$ : | Greater than or equal to. |
| >: | Greater than. |
| $\leq:$ | Less than or equal to. |
| <: | Less than. |
| $\infty$ : | Infinity. |
| $\mathbb{X}, \mathbb{Y}, \mathbb{Z}, \ldots$ : | Arbitrary categories. |
| $A, B, C, X, Y, Z \ldots$ : | Arbitrary objects. |
| $\lim _{\leftarrow} F$ : | The limit of a functor $F$. |
| T: | Initial object. |
| $\mathbb{X}_{0}$ : | The objects of $\mathbb{X}$. |
| $\mathbb{X}_{1}:$ | The maps of $\mathbb{X}$. |
| $\partial_{0}(f):$ | Domain object of map $f$. |
| $\partial_{1}(f):$ | Codomain object of map $f$. |
| $X \xrightarrow{f} Y$ : | A map $f$ from object $X$ to $Y$. |
| $f: X \rightarrow Y$ : | A map $f$ from object $X$ to $Y$. |
| $\rightarrow$ : | A monic map, or faithful functor. |
| $\rightarrow$ : | An epic map, or full functor. |
| $\hookrightarrow$ : | The inclusion functor. |
| $\left.\mathbb{X}(-,)^{\prime}\right)$ | The hom functor of $\mathbb{X}$. |
| $[\mathbb{X}, \mathbb{Y}]$ : | Functor category from $\mathbb{X}$ to $\mathbb{Y}$. |
| $X \multimap Y:$ | The internal hom from $X$ to $Y$. |
| $1_{X}$ : | The identity map on $X$. |
| $\mathbb{X}^{\text {op }}$ : | The opposite category of $\mathbb{X}$. |
| $\alpha: F \Rightarrow G$ : | A natural transformation $\alpha$ from functors $F$ to $G$. |
| ()$^{\dagger}$ : | A dagger functor. |
| (_)*: | The dualizing functor. |

$g \circ f$ :
$x \in X$ :
$\forall$ :
$\exists$ :
$\geq$ :
$>$ :
$<$ :
$\infty$ :
$\mathbb{X}, \mathbb{Y}, \mathbb{Z}, \ldots:$
$A, B, C, X, Y, Z \ldots$ :
$\lim _{\leftarrow} F$ :
$\mathbb{X}_{0}$ :
$\mathbb{X}_{1}$ :
$\partial_{0}(f):$
$\partial_{1}(f):$
$X \xrightarrow{f} Y$ :
$f: X \rightarrow Y$ :
$\mapsto$ :
$\rightarrow$ :
$\rightarrow$ :
$\mathbb{X}(-,-)$ :
$[\mathbb{X}, \mathbb{Y}]:$
$X \multimap Y:$
$1_{X}:$
$\mathbb{X}^{\mathrm{op}}$ :
$\alpha: F \Rightarrow G$ :
$\left(\_\right)^{\dagger}:$
(-)*:

## Definition

The composite $f g$.
$x$ is an element of the set $X$.
For all.
There exists.
Greater than or equal to.
Greater than.
Less than or equal to.
Less than.
Infinity.
Arbitrary categories.
Arbitrary objects.
The limit of a functor $F$.
Initial object.
The objects of $\mathbb{X}$.
The maps of $\mathbb{X}$.
Domain object of map $f$.
Codomain object of map $f$.
A map $f$ from object $X$ to $Y$.
A map $f$ from object $X$ to $Y$.
A monic map, or faithful functor.
An epic map, or full functor.
The inclusion functor.
The hom functor of $\mathbb{X}$.
Functor category from $\mathbb{X}$ to $\mathbb{Y}$.
The internal hom from $X$ to $Y$.
The identity map on $X$.
The opposite category of $\mathbb{X}$.
A natural transformation $\alpha$ from functors $F$ to $G$.
A dagger functor.
The dualizing functor.

| $\mathbb{Z}$ : | The integers. |
| :---: | :---: |
| $\mathbb{Z}_{n}$ : | The integers modulo $n$. |
| CNOT: | The symmetric monoidal category generated by computational ancillary bits and the controllednot gate. |
| ZX ${ }_{\text {\% }}$ | The angle-free fragment of the ZX-calculus. |
| $\Delta \mathrm{ZX}$ : | The angle-free fragment of the ZX-calculus with the triangle generator. |
| $\mathrm{ZH}_{\pi}$ : | The phase-free fragment of the ZH-calculus. |
| Mat ${ }_{k}$ : | The category matrices over $k$. |
| Vect $_{k}$ : | The category of vector spaces over $k$. |
| $\mathrm{FdVect}_{k}$ : | The category of finite dimensional vector spaces over $k$. |
| 【-】cnot: | The canonical interpretation $\llbracket-\rrbracket_{\text {CNOT }}:$ CNOT $\rightarrow$ Mat $_{\mathbb{C}}$. |
| CNOT $+H$ : | The symmetric monoidal category generated by computational ancillary bits, controlled-not gate, the Hadamard gate and the scalar $\sqrt{2}$. |
| cnot: | The controlled-not gate. |
| not: | The not gate. |
| FHilb: | The category of finite dimensional Hilbert spaces. |
| Hilb: | The category of Hilbert spaces. |
| $\oplus$ : | The operating bit of a controlled-not gate. Also used for addition in $\mathbb{Z}_{2}$. |
| $\bar{f}$ : | The restriction of a map $f$ to its domain of definition. |
| $\operatorname{dom} f$ : | The domain of definition of a map $f$. |
| $\operatorname{cod} f$ : | The codomain of definition of a map $f$. |
| $\operatorname{Span}(\mathbb{X})$ : | The category of spans in $\mathbb{X}$. |
| Total(X): | The subcategory of total maps of a restriction category $\mathbb{X}$. |
| $\operatorname{Par}(\mathbb{X}):$ | The partial map category of a category $\mathbb{X}$ with all monics. |
| Parlso(X): | The partial isomorphim category of a category $\mathbb{X}$ with all monics. |
| $(-)^{\circ}$ : | The partial inverse functor. |
| $\langle f, g\rangle$ : | The pairing $\Delta(f \otimes g)$ of maps $f$ and $g$. |
| $\langle f \mid g\rangle$ : | The inner product of $f$ and $g$. |
| !: | The unique map to the restriction final object. |
| $\Delta_{A}$ : | The diagonal map on A. |
| $\nabla_{A}$ : | The partial inverse of $\Delta_{A}$. |
| $\ell^{2}$ : | Barr's $\ell^{2}$ : Pinj $\rightarrow$ Hilb functor. |
| $\delta_{x}$ : | The Kronecker delta function for $x$. |
| $f \cap g:$ | The meet of $f$ and $g$. |


| $a \times{ }_{b}$ c | The torsor paramultiplication of $a, b, c$. |
| :---: | :---: |
| - $\times$ _: | The product functor. |
| $\pi_{i}$ : | The $i$ th projection. |
| $\sum:$ | The sum. |
| $\Pi$ : | The product. |
| - $\otimes_{\text {- }}$ | A tensor product. |
| (_) ${ }^{\otimes n}$ : | The $n$-fold iterated tensor product. |
| $u_{X}^{L}$ : | The left unitor for $X$. |
| $u_{X}^{R}$ | The right unitor for $X$. |
| $a_{A, B, C}$ : | The associator for $A, B, C$ |
| $c_{A, B}$ : | The symmetry for $A, B$ |
| $m_{I}$ : | The coherence map for a monoidal functor preserving the tensor unit. |
| $m_{\otimes}$ : | The coherent natural transformation for a monoidal functor preserving the tensor product. |
| I: | The tensor unit. |
| $X_{f} \times{ }_{g} Y$ : | The pullback of $X \stackrel{f}{\rightarrow} Z \stackrel{g}{\leftarrow} Y$. |
| $\lrcorner$ 」: | Denotes that an object is a pullback. |
| $\mathrm{CTor}_{2}$ : | The category of finitely-generated commutative torsors of characteristic 2. |
| $X \cong Y$ : | $X$ and $Y$ are isomorphic. |
| Parlso( $\left.\mathrm{CTor}_{2}\right)^{*}$ : | The category of partial isomorphisms of nonempty finitely-generated commutative torsors of characteristic 2. |
| $\emptyset:$ | The zero map from 0 to 0 . |
| $\emptyset_{n, m}$ : | The zero map from $n$ to $m$. |
| $\operatorname{swap}_{(i, n)}$ : | The gate swapping the 1 st and $i$ th wires in an $n$ wire array. |
| TOF: | The symmetric monoidal category generated by the computational ancillary bits and Toffoli not gate. |
| 【- $\rrbracket_{\text {TOF }}$ : | The canonical intewrpretation $\llbracket \rrbracket_{\rrbracket_{\text {TOF }}}:$ TOF $\rightarrow$ Mat $_{\mathbb{C}}$. |
| Set: | The category of sets and functions. |
| Rel: | The category of sets and relations. |
| Pinj: | The category of sets and partial isomorphisms. |
| FPinj: | The category of finite sets and partial isomorphisms. |
| FPinj ${ }_{2}$ : | The category of finite powers of the two element set as objects and partial isomorphisms as maps. |
| tof: | The Toffoli gate. |
| $\operatorname{cnot}_{n}$ : | The generalized controlled-not gate with $n$ control bits. |


| $[x, X]:$ | Generalized controlled-not gate operating on wires |
| :--- | :--- |
|  | indexed by $X$, targeting $x \notin X$. |
| $\triangleright_{n}:$ | An input 0 ancillary bit on wire $n$. |
| $\triangleleft_{n}:$ | An output 0 ancillary bit on wire $n$. |
| $X \cup Y:$ | The union of sets $X$ and $Y$. |
| $X \sqcup Y:$ | The disjoint union of sets $X$ and $Y$. |

## Epigraph

Un symbole dépasse toujours celui qui en use et lui fait dire en réalité plus qu'il n'a conscience d'exprimer.

- Albert Camus, Le Mythe de Sisyphe: essai sur L'absurde [12]


## Chapter 1

## Introduction

In this thesis, complete sets of identities are given for two fragments of reversible computing. The first fragment, the category CNOT, is generated by the controlled-not gate and ancillary bits. This is the affine fragment of reversible computing, and in particular, it is shown that this is equivalent to the inverse category of partial isomorphisms between non-empty finitelygenerated commutative torsors of characteristic 2 . The second fragment, the category TOF, is generated by the Toffoli gate and ancillary bits. This is shown to be equivalent to the inverse category of partial isomorphisms between finite powers of the two element set. Thus it is a full fragment of reversible computing. In Section 1.1 of this chapter, we give an overview of the field of reversible computing; and in particular, we motivate modeling reversible computing with inverse categories.

We also explore the relation of reversible and quantum computing. In particular, we extend CNOT to the angle-free fragment of the ZX-calculus, $\mathrm{ZX}_{\pi}$, by adding the Hadamard gate as a generator. In Section 1.2 of this chapter, an overview of the relation of quantum and reversible computing is given. In particular, the relation between the doctrine of inverse categories and that of categorical quantum mechanics is sketched.

Finally, at the end of this chapter, in Section 1.3, the general structure, and an overview of the content of this thesis is given.

### 1.1 Reversible computing

Landauer's principle, originally posed in [39], posits that the information lost about a state, before and after a computation step corresponds to heat being produced. This connects the Shannon entropy of the process to the thermodynamic entropy of physically computing a process. In particular, the Shannon entropy of a system is a constant multiple of the thermodynamic entropy: 1 bit of information corresponds to $k_{B} \ln 2$ Joules per Kelvin, where $k_{B}$ is Boltzmann's constant. Landauer's principle presents a problem for classical computing: because classical computers are built with irreversible logic gates, they are prone to overheating.

The limits that Landauer's principle imposes on irreversible computing has motivated finding models of reversible computing. Category theory is a particularly useful framework through which this objective can be explored, because it reveals the compositional structure of computation. Category theory allows one to structurally examine how the constituent components connect together to form coherent computations. Specifically, monoidal categories naturally model circuits using the tensor product [46]. Monoidal categories have been applied in the field of quantum computing, and, in particular to quantum circuit optimization [36], to which reversible computing is intimately connected.

Naïvely, one might hope to model reversible computation with groupoids, that is, categories where all maps are isomorphisms. However, this approach has its drawbacks. Reversible circuits, and in particular quantum circuits, often make use of auxiliary space. That is, memory that is prepared in a certain configuration and post-selected to remain in the same configuration. In quantum computing, this trick allows circuits to be implemented with limited gate sets. For example, in Grover's algorithm, auxiliary bits allow one to kickback the output of the oracle into the phase [53].

However, if we are going to take this compositional approach to reversible computing seriously, preparing and post-selecting the state must be regarded as maps in the category. Preparing and post-selecting the state are not isomorphisms, rather, they are only one-sided
inverses to each other in Hilbert spaces. Therefore, state preparation and post-selection cannot be regarded as generators of a groupoid.

A similar problem arises when one considers reversible computing in general, and not just reversible circuits. A Turing machine with a reversible transition function (an operationally reversible Turing machine) can produce a program that never halts; thus having a denotational interpretation which is not an isomorphism, but rather a partial isomorphism [35, §1.1.1].

Since groupoids fail to capture many features of reversible computing, one could try to model reversible computing in $\dagger$-categories (pronounced dagger-categories): that is, categories $\mathbb{X}$ for which there is a contravariant, identity on objects involution ()$^{\dagger}: \mathbb{X}{ }^{\circ p} \rightarrow \mathbb{X}$. That is, for all maps $f,\left(f^{\dagger}\right)^{\dagger}=f$ and all objects $X, X^{\dagger}=X$. This approach is used in quantum computing, where the dagger is the Hermetian adjoint. In this setting, instead of every map having a proper inverse, every map $f$ would only have an adjoint $f^{\dagger}$. However merely having a distinguished $\dagger$-functor is not necessarily useful for modeling computation.

Many of these aforementioned problems, insofar as classical reversible computing is concerned, can be resolved with inverse categories. Inverse categories generalize groupoids by stipulating that every map need only have a partial inverse with respect to some chosen restriction structure. The restriction structure should be chosen to distinguish when information is lost. Furthermore, this restriction structure determines a unique $\dagger$-functor. Therefore, if the input is known a priori to be in the domain of definition, then the input can be computed from the output by composition with the adjoint: the partial inverse. When a map is composed with its partial inverse, then a weaker form of identity called a restriction idempotent is produced. Restriction idempotents commute with each other and are closed under composition and taking partial inverses, therefore they generalize much of the structure of identity maps. This solves the problem of modeling reversible circuits; namely, preparing a state and post-selecting the same state are not inverse to each other, but only partial inverses. In the case of reversible Turing machines, one can take the partial inverse
by inverting the transition function.
Inverse categories can support different structure than groupoids. For example, consider a monoidal category with copying. Although copying is not an isomorphism, in many cases, it has a partial inverse given by cocopying. Copying and cocopying structures that form a (nonunital) special commutative $\dagger$-Frobenius algebra are called inverse products. Furthermore, categories with inverse products compatible with the tensor product are called discrete inverse categories. Discrete inverse categories, as we will see, are useful tools for modeling reversible computing.

### 1.2 Quantum computing as reversible computing

The study of discrete inverse categories, and thus (partial) reversible computing, is closely connected to categorical quantum computing. Both reversible computing in this sense and categorical quantum mechanics model computation in categories which have structure generalizing the linear nature of Hilbert spaces. First, $\dagger$-functors generalize the structure of the Hermitian adjoint in Hilbert spaces (Hilb). Moreover, unital special commutative $\dagger-$ Frobenius algebras correspond to bases in finite dimensional Hilbert spaces (FHilb) [19]. It is not unsurprising that these structures are central in both theories. Bases, and thus Frobenius algebras, allow one to define a diagonal map; that is, a map which copies the basis elements. Miraculously, this map is a partial isomorphism, and thus, can be seen as a reversible gate. However, the unit of the Frobenius algebra cannot be copied. This is because composing the unit with the comultiplication corresponds to a maximally mixed state in FHilb, which cannot be copied because of the no-cloning theorem.

This draws a close connection between these two models of computing, and reveals the mid-point between classical computing and quantum (reversible) computing: namely, the unitality of the chosen Frobenius algebra.

### 1.3 Chapter outline

In Chapter 2, some aspects of category theory are summarized. In Chapter 3, some aspects of quantum computing and categorical quantum mechanics are reviewed. In Chapter 4, restriction and inverse categories are reviewed and some new lemmas are proved, which are crucial to Chapters 5 and 7. The remainder of the thesis is original work, excluding Section 6.1 on the ZX-calculus. In Chapter 5, a complete set of identities is given for the symmetric monoidal category, CNOT, generated by the state preparation and post-selected measurement in the computational basis and the controlled-not gate. This shows that CNOT is equivalent to the category of affine partial isomorphisms between finite dimensional $\mathbb{Z}_{2}$ vector spaces. In Chapter 6, this category is completed to the angle-free fragment of the ZX-calculus, $\mathrm{ZX}_{\pi}$, by adding the Hadamard gate as a generator. In particular, this completes the inverse products of CNOT to a unital Frobenius algebra structure. In Chapter 7, the identities of Chapter 5 are extended to give a complete set of identities for the symmetric monoidal category, TOF, generated by state preparation and post-selected measurement in the computational basis and the Toffoli gate. It is shown that TOF is equivalent to the category of partial isomorphisms between sets with cardinalities of powers of 2 ; a full subcategory of sets and partial injections. Finally, in Chapter 8, we discuss the ramifications of this research, and potential future work.

## Chapter 2

## Category Theory

In this chapter, we review some aspects of category theory and, in particular, the basic theory of monoidal categories. All definitions and results in this chapter are well-known; I refer the reader to [40] for further reading.

### 2.1 Basic category theory

Definition 2.1.1. A category $\mathbb{X}$ consists of a class $\mathbb{X}_{0}$ of objects and a class $\mathbb{X}_{1}$ of maps such that each map $f \in \mathbb{X}_{1}$ has an associated domain $\partial_{0}(f) \in \mathbb{X}_{0}$ and codomain $\partial_{1}(f) \in \mathbb{X}_{0}$. A map $f$ with domain $X$ and codomain $Y$, is denoted by $X \xrightarrow{f} Y$. The class of maps from an object $X$ to $Y$ is denoted by $\mathbb{X}(X, Y)$.

Given maps $X \xrightarrow{f} Y$ and $Y \xrightarrow{g} Z$, we can form the composite $X \xrightarrow{f g} Z$. Every object $X$ has a canonical, associated map $X \xrightarrow{1_{X}} X$ called the identity on $X$. The maps of $\mathbb{X}$ are subject to the following two axioms:

Identity law: For all maps $X \xrightarrow{f} Y, 1_{X} f=f=f 1_{Y}$.
Associative law: For all maps $X \xrightarrow{f} Y, Y \xrightarrow{g} Z, W \xrightarrow{h} V ;(f g) h=f(g h)$.

A locally small category is a category, where for all objects $X$ and $Y, \mathbb{X}(X, Y)$ is a set - and not for example a proper class.

Maps $X \xrightarrow{f} Y$ are sometimes denoted by $f: X \rightarrow Y$. The identity map on $X$ is often denoted by $X=X$. The composite of maps $X \xrightarrow{f} Y \xrightarrow{g} Z$ is sometimes denoted by $g \circ f$, instead of $f g$. This order of composition using $\circ$ is called the applicative order of composition, as opposed to the default order of composition in this document which is called diagrammatic order of compostion. The applicative order of composition is used in the bra-ket notation in quantum computing, as discussed in Chapter 3.

Example 2.1.2. The category of sets, Set, is a category where the objects are sets, maps are functions and composition is function composition.

Two different categories can have the same class of objects:

Example 2.1.3. The category of relations, Rel, is a category with:

Objects: Sets.

Maps: Maps $R: X \rightarrow Y$ are subsets of $X \times Y$.

Composition: The composite of maps $R: X \rightarrow Y$ and $S: Y \rightarrow Z$ is given by:

$$
R S:=\{(x, z) \in X \times Z \mid \exists y \in Y:(x, y) \in R,(y, z) \in S\}
$$

Identity: $1_{X}: X \rightarrow X$ is given by the map $\{(x, x) \mid \forall x \in X\}$.

A relation $R: X \rightarrow X$ is reflexive if for all $x$ in $X,(x, x) \in R$. A relation is symmetric if $(x, y) \in R$ implies $(y, x) \in R$. A relation is transitive if $(x, y),(y, z) \in R$ implies $(x, z) \in R$. A relation is an equivalence relation in case it is reflexive, symmetric and transitive. If $X$ is endowed with extra structure (for example, being a group), then an equivalence relation on $X$ preserving this structure is called a congruence.

Definition 2.1.4. A category $\mathbb{X}$ is a subcategory of another category $\mathbb{Y}$, when $\mathbb{X}$ can be obtained by forgetting some of the objects and maps of $\mathbb{Y}$.

A category $\mathbb{X}$ is a full subcategory of another category $\mathbb{Y}$, when $\mathbb{X}$ can be obtained by forgetting some of the objects of $\mathbb{Y}$.

Example 2.1.5. The category of vector spaces over a field $k, \operatorname{Vect}_{k}$, is a category where the objects are $k$-vector spaces and the maps are linear transformations between $k$-vector spaces. The composition and identities are given by the underlying composition and identities in Set. Denote the full subcategory of $\mathrm{Vect}_{k}$, where the objects are finite dimensional $k$-vector spaces, by $\mathrm{FdVect}_{k}$.

The following category is much like $\mathrm{FdVect}_{k}$, except it doesn't have all of the objects:

Example 2.1.6. The category of matrices over a field $k$, $\mathrm{Mat}_{k}$, is a category where the objects are natural numbers and the maps from $n$ to $m$ are $k$-valued $n \times m$ matrices. Composition is given by matrix multiplication and the identity is the identity matrix.

A new category can be obtained by reversing the order of composition:

Definition 2.1.7. Given a category $\mathbb{X}$, the opposite category of $\mathbb{X}, \mathbb{X}^{\circ p}$ is defined with the same objects as $\mathbb{X}$ and maps given by:

$$
\frac{X \xrightarrow{f} Y \text { in } \mathbb{X}}{Y \xrightarrow{f \circ p} X \text { in } \mathbb{X} \text { op }}
$$

The composite of maps and identities are defined in the obvious way. Every true proposition about a category $\mathbb{X}$ entails a dual proposition which holds in $\mathbb{X}^{\circ p}$. The prefix co is used to describe dual properties.

Many familiar algebraic structures are categories. Recall that an isomorphism is a map $f$ with an inverse $f^{-1}$ so that $f f^{-1}=f^{-1} f=1$. A monoid is a one object category. A groupoid is a category in which every map is an isomorphism. A group is a category which is simultaneously a monoid and a groupoid: that is, a one object groupoid.

A commutative diagram in a category $\mathbb{X}$ is a directed graph with a start point and end point where the nodes are objects, and arrows are maps of $\mathbb{X}$. Moreover, the composites
of all paths from the start point to the end point are required to be equal; where all maps must be covered by such a path. For example to say that the following is a commutative diagram in $\mathbb{Z}$,

is to say that $f g=h k$. In order to assert that a diagram is commutative, one often says that the diagram commutes.

Definition 2.1.8. A map $X \xrightarrow{f} Y$ in a category $\mathbb{X}$ is epic (an epimorphism) in case for all objects $Z$ and parallel arrows $g, h: Y \rightarrow Z$ : whenever $f g=f h$, then $g=h$. The dual notion of an epic map is a monic map (a monomorphism).

Epic maps are drawn as $\rightarrow$ and monics as $\rightarrow$.
Just as categories are composed of objects with maps between them, one can consider categories as objects themselves with maps between them:

Definition 2.1.9. Given categories $\mathbb{X}$ and $\mathbb{Y}$, a functor $F: \mathbb{X} \rightarrow \mathbb{Y}$ associates to each object $X$ in $\mathbb{X}$, an object $F(X)$ in $\mathbb{Y}$ and to each map $X \xrightarrow{f} Y$ in $\mathbb{X}$, a map $F(X) \xrightarrow{F(f)} F(Y)$ in $\mathbb{Y}$. A functor must satisfy the following two axioms:

Preservation of Identity: For all objects $X$ of $\mathbb{X}, F\left(1_{X}\right)=1_{F(X)}$.
Preservation of Composition: For all maps $X \xrightarrow{f} Y, Y \xrightarrow{g} Z, F(f g)=F(f) F(g)$.

For example, given a $k$-vector space $V$, taking the the dual of $V, V^{*}$ is a functor from Vect $_{k}^{\mathrm{op}} \rightarrow$ Vect $_{k}$. Similarly, taking the matrix transpose is a functor from $\mathrm{Mat}_{k}^{\mathrm{op}} \rightarrow$ Mat $_{k}$.

Every category $\mathbb{X}$ is endowed with an identity functor denoted by $\mathbb{X}$ acting as the identity on maps, moreover, functors compose. Therefore, locally small categories and functors themselves form a category, Cat, with locally small categories as objects and functors as maps. One must be careful of size issues: Cat is not itself a locally small category, although its objects are.

The canonical inclusion functor induced by a full subcategory is drawn as $\hookrightarrow$.
Every functor $F: \mathbb{X} \rightarrow \mathbb{Y}$ between locally small categories induces a function:

$$
F_{X, Y}: \mathbb{X}(X, Y) \rightarrow \mathbb{Y}(F(X), F(Y))
$$

Taking maps $X \xrightarrow{f} Y$ to the map $F(X) \xrightarrow{F(f)} F(Y)$ for all objects $X$ and $Y$ in $\mathbb{X}$. This leads to three important notions:

Definition 2.1.10. A functor $F: \mathbb{X} \rightarrow \mathbb{Y}$ is full if for all objects $X$ and $Y$ in $\mathbb{X}$, the induced map $F_{X, Y}: \mathbb{X}(X, Y) \rightarrow \mathbb{Y}(F(X), F(Y))$ is surjective, and the functor is faithful if this induced map is injective.

A functor $F: \mathbb{X} \rightarrow \mathbb{Y}$ is essentially surjective if, for every object $Y$ of $\mathbb{Y}$, there is an isomorphism $f: Y \rightarrow F(X)$ in $\mathbb{Y}$ for some object $X$ in $\mathbb{X}$.

Full functors are drawn as $\rightarrow$ and faithful functors as $\rightarrow$. This notation is in reference to the induced map $F_{X, Y}$ being epic or monic.

The functor Vect $_{k} \rightarrow$ Set, forgetting the linear structure is faithful. Given a full subcategory $\mathbb{X}$ of $\mathbb{Y}$, the inclusion functor $\mathbb{X} \hookrightarrow \mathbb{Y}$ is also faithful. Since monoids are one object categories, a surjective monoid homomorphism is an example of a full functor. Similarily, an injective monoid homomorphism is faithful.

Just as functors are maps between categories, there is also a notion of a map between functors.

Definition 2.1.11. Given parallel functors $F, G: \mathbb{X} \rightarrow \mathbb{Y}$, a natural transformation $\alpha: F \Rightarrow G$ is an indexed family of maps $\left\{\alpha_{X}: F(X) \rightarrow G(X)\right\}_{X \in \mathbb{X}_{0}}$ such that for all maps $X \xrightarrow{f} Y$ in $\mathbb{X}$, the following diagram commutes:


The map $\alpha_{X}: F(X) \rightarrow G(X)$ is called the component of $\alpha$ at $X$. The subscripts of the components are often suppressed for ease of notation, as they can be inferred by context.

Categories $\mathbb{X}$ and $\mathbb{Y}$ induce a category $[\mathbb{X}, \mathbb{Y}]$, the functor category from $\mathbb{X}$ to $\mathbb{Y}$, with functors from $\mathbb{X} \rightarrow \mathbb{Y}$ as objects and natural transformations as maps. An isomorphism $\alpha: F \Rightarrow G$ in this category is called a natural isomorphism. This is made explicit by the notation $F \cong G$.

For example, in $\mathrm{Vect}_{k}$, there is a natural injection $\iota:(-) \Rightarrow()^{* *}$ with components $\left(\iota_{V}(v)\right)(f):=f(v)$. The injection of a vector space into a double dual is an isomorphism if and only if the vector space is finite dimensional. The map from $V$ to $V^{*}$ is basis dependent, and therefore fails to be natural. For every choice of basis, there is a different isomorphism.

Definition 2.1.12. Let $F: \mathbb{D} \rightarrow \mathbb{X}$ be a functor. A cone to $F$ is a pair $(X, \psi)$ where $X$ is an object of $\mathbb{X}$, and $\psi_{D}: X \rightarrow F(D)$ is a family of maps indexed by the objects $D$ of $\mathbb{D}$, so that for all maps $f$ in $\mathbb{D}(C, D), \psi_{C} F(f)=\psi_{D}$.

The limit of $F: \mathbb{D} \rightarrow \mathbb{X}$, if it exists, is a cone $\left(\lim _{\leftarrow} F, \varphi\right)$, so that for any cone $(X, \psi)$ and any map $f$ in $\mathbb{D}(C, D)$, the following diagram commutes:


The dotted line is notation asking for the unique existence of a map $X \rightarrow \lim _{\leftarrow} F$ making the diagram commute.

The dual notion of a limit is a colimit. A category with all (finite) limits is called (finitely) complete.

Definition 2.1.13. An object $T$ in $\mathbb{X}$ is initial when for every object $X$ of $\mathbb{X}$, there is a
unique map $\top \rightarrow X$. The dual notion of an initial object is a final object.
Definition 2.1.14. The equalizer of two parallel arrows $f, g: X \rightarrow Y$ in a category $\mathbb{X}$ (if it exists) is the pair $(E, e: E \rightarrow X)$ such that given any pair $(Z, h: Z \rightarrow X)$ so that $h g=h f$, the following diagram commutes:


Lemma 2.1.15. The equalizer map $e: E \rightarrow X$ is monic.
Proof. Suppose that $e: E \rightarrow X$ is the equalizer of $X \xrightarrow{f, g} Y$. Consider parallel $Z \xrightarrow{h, k} E$, so that $h e=k e$. Then $h e f=h e g$, so that, because $e$ is an equalizer, there exists a unique map $m: Z \rightarrow E$ so that $m e=h e$. Therefore, by the uniqueness of $m, m=k$; so that, by symmetry, $h=m=k$.

Monics that arise as equalizers are called regular monics. The dual notion to the equalizer is the coequalizer. Moreover, a regular epic is an epic that is a coequalizer. All monics and epics in Set are regular.

Definition 2.1.16. The product of objects $X$ and $Y$, if it exists, is an object $X \times Y$ and maps $X \stackrel{\pi_{1}}{\leftarrow} X \times Y \xrightarrow{\pi_{2}} Y$, such that for any object $Z$ and maps $X \leftarrow Z \rightarrow Y$, the following diagram commutes:


The dual notion to the product is called the coproduct.
For example, the product in Set is the Cartesian product. Cat has products: explicitly, the product $\mathbb{X} \times \mathbb{Y}$ just has objects $\mathbb{X}_{0} \times \mathbb{Y}_{0}$ and maps $\mathbb{X}_{1} \times \mathbb{Y}_{1}$. A bifunctor $F: \mathbb{X} \times \mathbb{Y} \rightarrow \mathbb{Z}$ is a functor from the product category of $\mathbb{X}$ and $\mathbb{Y}$ to $\mathbb{Z}$.

Definition 2.1.17. Similarly, the pullback of a pair of maps $X \xrightarrow{f} Z \stackrel{g}{\leftarrow} Y$, if it exists, is the limit of the span diagram $X \xrightarrow{f} Z \stackrel{g}{\leftarrow} Y$. The pullback object of such a diagram is denoted by $X_{f} \times_{g} Y$. To make it clear that a diagram is a pullback, a corner is drawn in the diagram beside the pullback object:


The dual notion to the pullback is called the pushout.
For example, given two maps $X \xrightarrow{f} Z \stackrel{g}{\leftarrow} Y$ in Set, The pullback object $X_{f} \times{ }_{g} Y$ is

$$
\{(x, y) \in X \times Y \mid f(x)=g(y)\}
$$

Definition 2.1.18. Given a category with pullbacks $\mathbb{X}$, define the span category, $\operatorname{Span}(\mathbb{X})$ :

Objects: Objects in $\mathbb{X}$.
Maps: A map from $A$ to $B$ is a span $A \stackrel{f}{\leftarrow} A^{\prime} \xrightarrow{g} B$, for arbitrary $A^{\prime}$, which we denote as $(f, g)$ modulo an equivalence relation $\sim ;(f, g) \sim\left(f^{\prime}, g^{\prime}\right)$ if and only if there exists an isomorphism $\alpha$ such that $\alpha f^{\prime}=f$ and $\alpha g^{\prime}=g$.

Identities: The identity on $A$ is the pair $\left(1_{A}, 1_{A}\right)$.

Composition: For maps $(f, g): A \rightarrow B$ and $\left(f^{\prime}, g^{\prime}\right): B \rightarrow C,(f, g)\left(f^{\prime}, g^{\prime}\right):=\left(f^{\prime \prime} f, g^{\prime \prime} g^{\prime}\right)$ where $f^{\prime \prime}$ and $g^{\prime \prime}$ are determined by the following pullback:


Composition is well-defined even though pullbacks are determined only up to isomorphism as the maps are taken modulo the equivalence relation.

An isomorphism of categories is a very restrictive notion. In general, one usually only asks for their identity functors to be naturally isomorphic:

Definition 2.1.19. An equivalence of categories between $\mathbb{X}$ and $\mathbb{Y}$ is a pair of functors $F: \mathbb{X} \rightarrow \mathbb{Y}$ and $G: \mathbb{Y} \rightarrow \mathbb{X}$ such that there are natural isomorphisms $F G \cong \mathbb{X}$ and $G F \cong \mathbb{Y}$. Two categories are equivalent in case there exists an equivalence of categories between them.

For example, the categories $\mathrm{FdVect}_{k}$ and $\mathrm{Mat}_{k}$ are equivalent, although they are not isomorphic. This is because the objects are different: in Mat ${ }_{k}$ there is one object for each vector space of dimension $n$; whereas, in Vect $_{k}$ there are many isomorphic copies.

There is an alternate characterization of an equivalence of categories:
Theorem 2.1.20. Categories $\mathbb{X}$ and $\mathbb{Y}$ are equivalent if and only if there exists a full, faithful and essentially surjective functor $F: \mathbb{X} \rightarrow \mathbb{Y}$.

The proof invokes the axiom of choice, as one must chose the isomorphisms $X \rightarrow G(Y)$, for every $X \in \mathbb{X}$, for some $G: \mathbb{Y} \rightarrow \mathbb{X}$.

Recall that the set of maps from object $X$ to object $Y$ in a category $\mathbb{X}$ is denoted by $\mathbb{X}(X, Y) \cdot \mathbb{X}(-,-)$ is also a functor:

Definition 2.1.21. Given a category $\mathbb{X}$, the hom-functor $\mathbb{X}\left({ }_{-},\right)_{-}: \mathbb{X}^{\mathrm{op}} \times \mathbb{X} \rightarrow$ Set takes:

Objects: $\quad(X, Y) \mapsto \mathbb{X}(X, Y)$
Maps: $\quad\left(X \xrightarrow{f^{\text {op }}} Y, Z \xrightarrow{g} W\right)$ to the function $\mathbb{X}(X, Y) \rightarrow \mathbb{X}(Z, W)$ taking:

$$
(h: Y \rightarrow Z) \mapsto f h g
$$

A functor $F: \mathbb{X} \rightarrow$ Set is representable when there exists an object $X$ of $\mathbb{X}$ such that there is a natural isomorphism $F \cong \mathbb{X}(X,-)$.

Definition 2.1.22. Two functors $L: \mathbb{X} \rightarrow \mathbb{Y}$ and $R: \mathbb{Y} \rightarrow \mathbb{X}$ form an adjoint pair, $L \dashv R$, when there is a bijection between $\mathbb{Y}(L(X), Y)$ and $\mathbb{X}(X, R(Y))$ natural in $X$ and $Y . L$ is the left adjoint of the adjunction and $R$ is the right adjoint of the adjunction.

Equivalently, the functor $L: \mathbb{X} \rightarrow \mathbb{Y}$ is left adjoint to $R: \mathbb{Y} \rightarrow \mathbb{X}$ when there are two natural transformations $\eta: \mathbb{X} \rightarrow L R$ and $\varepsilon: R L \rightarrow \mathbb{Y}$ so that the triangle identities hold:


### 2.2 Monoidal categories

There is an important class of categories in which circuits can be expressed naturally:

Definition 2.2.1. A monoidal category $\mathbb{X}$ is a category equipped with:

- A bifunctor $\otimes_{-}: \mathbb{X} \times \mathbb{X} \rightarrow \mathbb{X}$ called the tensor product.
- A distinguished object $I$ of $\mathbb{X}$ called the tensor unit.
- A natural isomophism $a$ with components $a_{X, Y, Z}:(X \otimes Y) \otimes Z \rightarrow X \otimes(Y \otimes Z)$ called the associator.
- A natural isomorphism $u^{L}$ with components $u_{X}^{L}: I \otimes X \rightarrow X$ called the left unitor.
- A natural isomorphism $u^{R}$ with components $u_{X}^{R}: X \otimes I \rightarrow X$ called the right unitor.

Such that the following diagrams commute:

## The Mac Lane pentagon diagram:

$$
\begin{gathered}
((A \otimes B) \otimes C) \otimes D \xrightarrow{a_{A, B, C} \otimes 1_{D}}(A \otimes(B \otimes C)) \otimes D \xrightarrow{a_{A, B \otimes C, D}} A \otimes((B \otimes C) \otimes D) \\
\left.\begin{array}{c}
a_{A \otimes B, C, D} \downarrow \\
\downarrow
\end{array}\right) \\
(A \otimes B) \otimes(C \otimes D) \xrightarrow[a^{2}]{a_{1 \otimes a_{B, C, D}}} \begin{array}{c}
\downarrow \\
a_{A, B, C \otimes D}
\end{array} \otimes(B \otimes(C \otimes D))
\end{gathered}
$$

## Interaction of unitors and associator:



A monoidal category is said to be symmetric if additionally, it is equipped a natural isomorphism $c$ with components $c_{X, Y}: X \otimes Y \rightarrow Y \otimes X$ called the symmetry such that the following diagrams commute:

## Inverse law:



## Interaction of symmetry with unitors:



## Interaction of symmetry with associator:



Maps from the tensor unit are called points.
Definition 2.2.2. A symmetric monoidal $\mathbb{X}$ category is symmetric monoidal closed when there is a functor $\multimap_{-}: \mathbb{X}^{\mathbf{o p}} \times \mathbb{X} \rightarrow \mathbb{X}$, such that for every object $X$ of $\mathbb{X}$, there is an
adjunction $\otimes_{-} X \dashv X \multimap_{\text {. }}$. The functor $\multimap_{-}: \mathbb{X}^{\mathrm{op}} \times \mathbb{X} \rightarrow \mathbb{X}$ is called the internal hom, because it generalizes the hom functor $\left.\mathbb{X}\left({ }_{( },\right)^{\prime}\right): \mathbb{X} \times \mathbb{X} \rightarrow$ Set.

For example, Vect $_{k}$ is closed. Therefore, taking the dual vector space is a functor from $\mathrm{Vect}_{k}^{\mathrm{op}}$ to $\mathrm{Vect}_{k}$.

### 2.2.1 Strict monoidal categories and PROPs

Definition 2.2.3. A strict monoidal category is a monoidal category in which all of the coherent natural isomorphisms are identity maps. Moreover, a strict symmetric monoidal category is a strict monoidal category with a symmetry. The symmetry is not required to be the identity, because this would force the category to be a monoid.

There is a succinct graphical representation of maps in strict (symmetric) monoidal categories. A map $X \xrightarrow{f} Y$ is graphically depicted as the following circuit:

$$
x-y
$$

The identity arrow on $X$ is graphically depicted as a straight line:


The identity arrow on $I$ is depicted as a blank space:

The composite $X \xrightarrow{f} Y \xrightarrow{g} Z$ is graphically depicted by horizontal pasting:


The tensor $X \otimes W \xrightarrow{f \otimes g} Y \otimes Z$ is graphically depicted by vertical pasting:

$$
\begin{array}{ccc}
X & f & f \\
W & g & g
\end{array}
$$

The object labels on the wires are often omitted. Notice how the grey background distinguishes tensored maps with maps merely pasted vertically on the same page:

$$
\frac{f}{9}
$$



The symmetry $c_{X, Y}$ is graphically depicted as the following circuit:


The coherences of a strict monoidal category are simple to draw. Because unitors and associators are identities, we only have to draw a few diagrams. First, the interaction of the symmetry with the associator:


As well as the inverse law:


The naturality of $c$ can also be graphically depicted as follows:


Strict monoidal categories are called graphical calculi when the maps are semantically interpreted as computations. The ZX-calculus [17], the ZH-calculus [8], the ZW-calculus [29],
as well as CNOT (Chapter 5), CNOT $+H$ (Chapter 6), TOF (Chapter 7) are all strict symmetric monoidal categories which are used to model computation in terms of generators and relations. There are also many variations of the ZX/W/H-calculi, [9, 51, 34, 22, 43, 6, 52, 50]. Lafont also gave complete sets of circuit identities for various fragments of classical computing; notably, he gave a complete set of identities for circuits generated by the controlled-not gate without ancillary bits $[38, \S 3.1]$.

Definition 2.2.4. A PROP (short for product and permutation category) is a strict symmetric monoidal category where there is a fixed object $X$ such that all the objects are of the form $X^{\otimes n}$ (where $X^{\otimes n}$ is the $n$-fold tensor product of $X$ ). CNOT, CNOT $+H$, TOF and the ZX/W/H-calculi are all PROPs.

### 2.2.2 Monoidal functors

This aforementioned assignment of a matrix to a circuit motivates the discussion of monoidal functors; translations between monoidal categories:

Definition 2.2.5. Given two monoidal categories $\mathbb{X}$ and $\mathbb{Y}$, a monoidal functor from $\mathbb{X}$ to $\mathbb{Y}$ consists of functor $F: \mathbb{X} \rightarrow \mathbb{Y}$, a map $m_{I}: I \rightarrow F(I)$, and a natural transformation $m_{\otimes}: F(X) \otimes F(Y) \rightarrow F(X \otimes Y)$ satisfying the following conditions:

## Associativity:



## Unitality:



A symmetric monoidal functor is a monoidal functor, so that the following diagram commutes:


A strong monoidal functor is a monoidal functor where $m_{I}$ is an isomorphism and $m_{\otimes}$ is a natural isomorphsim. A strict monoidal functor is a monoidal functor where $m_{I}$ and $m_{\otimes}$ are identities. Strong symmetric monoidal functors and strict symmetric monoidal functors are defined in the obvious way.

We can view completeness, soundness and universality of a graphical calculus with respect to different properties of a map $\llbracket \rrbracket: \mathbb{X} \rightarrow \mathbb{Y}$ interpreting $\mathbb{X}$ in $\mathbb{Y}$. This observation was previously made for the strict symmetric monoidal case $\mathbb{X} \rightarrow \mathrm{Mat}_{\mathbb{C}}[7, \S 2.4]$. An interpretation is sound if it preserves structure and, and thus, is a strong or strict symmetric monoidal functor. An interpretation is complete if it is faithful and surjective on objects. An interpretation is universal if it is full.

When $\mathbb{X}$ is presented in terms of generators and relations, as in the $\mathrm{ZX} / \mathrm{W} / \mathrm{H}$-calculus, CNOT or TOF etc., the soundness and fullness are mechanical to verify. Proving the completeness, on the other hand, is almost always nontrivial; for CNOT and TOF, this involves constructing normal forms. A normal form for circuits presented by generators and relations is a form from which the equality of any two circuits can be easily determined; along with an algorithm applying the equational identities to transform arbitrary circuits into the normal form. In CNOT, the normal form is constructed by performing Gaussian elimination. In TOF, the normal form is constructed by computing the expansions of multivariate
polynomials.

## Chapter 3

## Quantum Computing

The analysis of finite-dimensional quantum physics with category theory is known as categorical quantum mechanics. We will first discuss quantum computing abstractly in these terms and then restrict our attention to the stabilizer fragment of quantum mechanics which is needed for Chapter 6.

### 3.1 Categorical quantum computing

I refer the reader to [18] for a survey of categorical quantum mechanics, in which the definitions and results in this section are discussed in greater depth.

### 3.1.1 $\dagger$-categories and compact closed categories

Quantum circuits can naturally be expressed in terms of monoidal categories. However, the broad structure of monoidal categories must be further refined to model interesting quantum phenomena:

Definition 3.1.1. A $\dagger$-category (dagger-category) $\mathbb{X}$ is a category equipped with a functor $\left(\_\right)^{\dagger}: \mathbb{X}^{\text {op }} \rightarrow \mathbb{X}$ that is an identity on objects involution. That is, for all objects $X$ and maps $f, X^{\dagger}=X$ and $\left((f)^{\dagger}\right)^{\dagger}=f$.

A map $f$ in a dagger category is an isometry if $f f^{\dagger}=1$ and unitary if $f^{\dagger}=f^{-1}$. On the other hand, $f$ is Hermetian when $f^{\dagger}=f$.

Example 3.1.2. The category $\mathrm{Mat}_{\mathbb{C}}$ of matrices over $\mathbb{C}$ from Example 2.1.6 is a $\dagger$-category, where the dagger is given by the complex conjugate transpose.

A $\dagger$-monoidal category $\mathbb{X}$ is simultaneously a $\dagger$-category and a monoidal category where the dagger distributes over the tensor (ie. $(X \otimes Y)^{\dagger}=X^{\dagger} \otimes Y^{\dagger}$ ) and all of the components of the given natural isomorphisms are unitary, i.e. $a_{A, B, C}^{\dagger}=a_{A, B, C}^{-1},\left(u_{A}^{R}\right)^{\dagger}=\left(u_{A}^{R}\right)^{-1},\left(u_{A}^{L}\right)^{\dagger}=$ $\left(u_{A}^{L}\right)^{-1}$ and $c_{A, B}^{\dagger}=c_{A, B}^{-1}$.

A $\dagger$-symmetric monoidal category $\mathbb{X}$ is simultaneously a $\dagger$-monoidal category and a symmetric monoidal category where the symmetry is also unitary.

A $\dagger$-monoidal functor between $\dagger$-monoidal categories is a monoidal functor that also preserves the $\dagger$-functor.

Example 3.1.3. $\mathrm{Mat}_{\mathbb{C}}$ is not only a $\dagger$-category, it is a strict $\dagger$-symmetric monoidal category. The tensor product is given by the Kronecker product, and the tensor unit is the identity matrix on 1. Recall that the Kronecker product is defined as follows:

$$
X \otimes Y=\left[\begin{array}{ccc}
x_{1,1} Y & \cdots & x_{1, n} Y \\
\vdots & \ddots & \vdots \\
x_{m, 1} Y & \cdots & x_{m, n} Y
\end{array}\right]
$$

Monoidal categories can be refined so that wires can, not only cross over each other, but also be bent into cups and caps:

Definition 3.1.4. A symmetric monoidal closed category $\mathbb{X}$ is compact closed when the the canonical map $B \otimes A^{*} \rightarrow A \multimap B$ obtained by currying:

$$
\begin{gathered}
\frac{A \multimap I=A \multimap I}{\underline{(A \multimap I) \otimes A \rightarrow I}}-\otimes A \dashv A \multimap- \\
\frac{B=B \quad A^{*} \otimes A \rightarrow I}{B \otimes\left(A^{*} \otimes A\right) \rightarrow B \otimes I} u_{B}^{R} \\
\frac{B \otimes\left(A^{*} \otimes A\right) \rightarrow B}{\overline{\left(B \otimes A^{*}\right) \otimes A \rightarrow B}} a_{B, A^{*}, A}^{-1} \\
\frac{B \otimes A^{*} \rightarrow A \multimap B}{B \rightarrow A \dashv-} .
\end{gathered}
$$

is an isomorphism.
In the strict case, the evaluation and coevalutation maps for the components of the adjunction $\eta: I \rightarrow A \otimes A^{*}$ and $\varepsilon: A^{*} \otimes A \rightarrow I$ are graphically depicted by:


The triangle identities are thus graphically depicted as follows:


This means that processes $f: A \rightarrow B$ can be curried into states $I \rightarrow B \otimes A^{*}$ :


Where states can be composed as follows:


In a compact closed category, the component at $A$ of the natural isomorphism $\iota_{A}: A \rightarrow$ $A^{* *}$ is given by uncurrying $1_{A^{*}}$; graphically:


A $\dagger$-compact closed category is a compact closed, $\dagger$-symmetric-monoidal category for which $\eta_{A}^{\dagger} c_{A, A^{*}}=\varepsilon_{A}$ for all objects $A$ that is:

$$
\square^{\dagger}=>\quad \text { so that, as a consequence } \quad \square^{\dagger}=\bigcirc
$$

### 3.1.2 Hilbert spaces

Definition 3.1.5. A Hilbert space $H$ is a vector space over $\mathbb{C}$ equipped with an inner product $\langle-\mid-\rangle: H \times H \rightarrow \mathbb{C}$ such that $H$ is also a complete metric space with respect to the distance induced by the inner product.

The category of Hilbert spaces Hilb has:
Objects: Hilbert spaces.

Maps: Bounded linear maps.

Tensor: The tensor of products Hilbert spaces is metric space completion of the usual bilinear tensor product of vector spaces. The tensor unit is $\mathbb{C}$.

Dagger: The dagger ()$^{\dagger}:$ Hilb ${ }^{\text {op }} \rightarrow$ Hilb is the Hermitian adjoint; that is for all maps $H_{1} \xrightarrow{f} H_{2}$, and all vectors $h_{1}$ in $H_{1}$ and $h_{2}$ in $H_{2}$ :

$$
\left\langle f \circ h_{1} \mid h_{2}\right\rangle=\left\langle h_{1} \mid f^{\dagger} \circ h_{2}\right\rangle
$$

Let FHilb denote the full subcategory of Hilb where the objects are finite dimensional Hilbert spaces.

The vectors (points) of a Hilbert space are denoted by $|\varphi\rangle$, and the linear functionals are denoted by $\langle\psi|$. This allows the inner product to be split into two parts, bras and kets, so that $\langle\varphi \mid \psi\rangle=\langle\varphi| \rho|\psi\rangle$. Likewise the outer product is thus written as $|\varphi\rangle\rangle\langle\psi|$. We must use the application order of composition when working in Hilb, so that the inner product and outer product are not confused.

The vectors of $2^{n}$-dimensional Hilbert spaces are called qubits.
Given a Hilbert space $H_{1}$ with basis $\left\{b_{i}\right\}_{i \in I}$ and another Hilbert space $H_{2}$ with basis $\left\{e_{j}\right\}_{j \in J}$, any linear map from $H_{1}$ to $H_{2}$ can be expressed as the following sum, for some $a_{i, j} \in \mathbb{C}:$

$$
\sum_{i \in I, j \in J} a_{i, j}\left|e_{j}\right\rangle<\left\langle b_{i}\right|
$$

This notation for matrices often makes calculations much easier. As a matter of convention, the computational basis (standard basis) of dimension $n$ is denoted by the set $\{|i\rangle\}_{i \in[0, n-1]}$.

In general, when one speaks of a graphical calculus that is sound for a fragment of quantum computing, this posits the existence of a strict symmetric monoidal functor $\mathbb{X} \rightarrow$ Mat $_{\mathbb{C}}$. This is because Mat $\mathbb{C}_{\mathbb{C}}$ is equivalent to FHilb via the functor $\mathrm{Mat}_{\mathbb{C}} \rightarrow$ FHilb which chooses a basis [5, Example 2.3.13].

FHilb is a $\dagger$-compact closed category. For every finite dimensional Hilbert space $H$ and basis $\left\{\left|b_{i}\right\rangle\right\}_{i \in I}$, the coevaluation is given by:

$$
\varepsilon_{H}:=\sum_{i \in I}\left|b_{i}\right\rangle \otimes \overline{\left|b_{i}\right\rangle}
$$

It is important to note that the evaluation and coevaluation maps for the $\dagger$-compact closed structure of FHilb are basis independent.

Lemma 3.1.6. The dimension of a Hilbert space is given by the circuit:

Proof. Given some (finite) $N$-dimensional Hilbert space $H$ :

$$
\begin{aligned}
\eta_{H}^{\dagger} \circ \eta_{H} & =\left(\sum_{i=0}^{N-1}\langle i| \overline{\langle i|}\right) \cdot\left(\sum_{i=0}^{N-1}|i\rangle \overline{|i\rangle}\right) \\
& =\sum_{i=0}^{N-1} \sum_{j=0}^{i}(\langle j| \overline{\langle j|}) \circ(|i-j\rangle \overline{|i-j\rangle}) \\
& =\sum_{i=0}^{N-1} \sum_{j=0}^{i}\langle j \mid i-j\rangle \overline{\langle j \mid i-j\rangle} \\
& =\sum_{i=0}^{N-1} \sum_{j=0}^{i} \delta_{i, i-j} \\
& =\sum_{i=0}^{N-1} 1 \\
& =N
\end{aligned}
$$

Definition 3.1.7. A quantum observable is a Hermetian operator. Given an eigenvector $h \circ|v\rangle=\lambda|v\rangle$ of a Hermetian $h$, measuring a state $\langle w|$ in the normalized eigenbasis of $h$ produces $|v\rangle$ with probability $|\langle w \mid v\rangle|^{2}$.

A vector $|\varphi\rangle$ in a Hilbert space is a quantum state if it has unit norm, that is, $|\langle\varphi \mid \varphi\rangle|^{2}=$ 1. The coevaluation is not a quantum state as it is unnormalized. However, the normalized state is the maximally mixed state.

Definition 3.1.8. Two observables on the same space with respective eigenbases $\left|a_{i}\right\rangle$ and $\left|b_{i}\right\rangle$ are said to be mutually unbiased if for all indices $i, j$ and $k$ :

$$
\left|\left\langle a_{i} \mid b_{k}\right\rangle\right|^{2}=\left|\left\langle a_{j} \mid b_{k}\right\rangle\right|^{2}
$$

and

$$
\left|\left\langle b_{i} \mid a_{k}\right\rangle\right|^{2}=\left|\left\langle b_{j} \mid a_{k}\right\rangle\right|^{2}
$$

That is to say, that the measurement of one observable reveals no information about what would have happened if the other observable were measured, and vice versa. In a Hilbert space with finite dimension $N$, because the probability is uniformly random, we have:

$$
\left|\left\langle a_{i} \mid b_{k}\right\rangle\right|^{2}=\left|\left\langle b_{i} \mid a_{k}\right\rangle\right|^{2}=1 / N
$$

Example 3.1.9. Consider the Pauli $X$ and $Z$ matrices:

$$
X:=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right] \quad Z:=\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right]
$$

These matrices are Hermetian, where the $X$ observable has normalized eigenbasis:

$$
\left|x_{+}\right\rangle:=\frac{1}{\sqrt{2}}\left[\begin{array}{l}
1 \\
1
\end{array}\right] \quad\left|x_{-}\right\rangle:=\frac{1}{\sqrt{2}}\left[\begin{array}{c}
1 \\
-1
\end{array}\right]
$$

and the $Z$ eigenbasis is the computational basis:

$$
\left|z_{+}\right\rangle:=\left[\begin{array}{l}
1 \\
0
\end{array}\right] \quad\left|z_{-}\right\rangle:=\left[\begin{array}{l}
0 \\
1
\end{array}\right]
$$

It is mechanical to check that the Pauli $X$ and $Z$ bases are mutually unbiased. It is also worth noting that the $Z$ and $X$ observables are related via the change of basis matrix called the Hadamard gate:

$$
H \circ\left|x_{ \pm}\right\rangle=\left|z_{ \pm}\right\rangle \quad H \circ\left|z_{ \pm}\right\rangle=\left|x_{ \pm}\right\rangle
$$

where:

$$
H:=\frac{1}{\sqrt{2}}\left[\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right]
$$

The Hadamard gate is the 1-qubit quantum Fourier transform:

Definition 3.1.10. The $n$-qubit Fourier transform is given by the matrix:

$$
\mathcal{F}_{2^{n}}:=\sum_{j, k=0}^{2^{n}-1} \omega_{k}^{j}|j\rangle<\langle k|
$$

Where $\omega_{k}$ is the $2^{n}$ th root of unity $e^{-2 \pi i k / 2^{n}}$.

The Hadamard gate is the 1-qubit quantum Fourier transform.

### 3.1.3 Frobenius algebras and complementarity

Structures such as Frobenius algebras, bialgebras and Hopf algebras generalize much of the structure of FHilb to arbitrary $\dagger$-compact closed categories. We draw the components of Frobenius algebras by shaded circles:

Definition 3.1.11. A Frobenius algebra in a monoidal category is a 5 -tuple:

$$
\left(A,>0, O^{-},-\infty,-\infty\right)
$$

such that $\left(A,>\bigcirc^{-}, \mathrm{O}^{-}\right)$is a monoid and $(A,-\bigcirc,-\bigcirc)$ is a comonoid:

$$
\begin{aligned}
& O^{\circ}=O_{0}=-=-O_{0}=-a_{0} \\
& 30000 \\
& -\alpha^{0}=-\infty
\end{aligned}
$$

And the Frobenius law holds:
[F]

$$
\frac{5}{0}=00=\frac{0}{-0}
$$

The middle term in the equality is redundant, although we consider non-unital Frobenius algebras in Chapter 4 as it follows from the unitality/counitality of the monoid and comonoid
and the equality of the first and second terms:


A Frobenius algebra is special if

$$
-00=-
$$

extra if

$$
00=
$$

and commutative if the underlying monoid and comonoids are commutative and cocommutative:

$$
-\infty=-\infty \quad X o=0
$$

A $\dagger$-Frobenius algebra $\left(A, \mathrm{O}^{-}, \mathrm{O}^{-}\right)$is a Frobenius algebra of the form

$$
\left(A,>\mathrm{O}^{-}, \mathrm{O}^{-},>\mathrm{O}^{\dagger}, \mathrm{O}^{-}{ }^{\dagger}\right)
$$

That is to say, the monoid and comonoid are daggers of each other.
A non-(co)unital special commutative $\dagger$-Frobenius algebra is called a semi-Frobenius algebra. Semi-Frobenius algebras are used to construct a weak product structure for inverse categories which we will explore in Chapter 4. Special, commutative, $\dagger$-Frobenius algebras are called classical structures.

The following theorem is useful for manipulation of Frobenius algebras:

Theorem 3.1.12. [2] [Commutative spider Theorem] All connected sub-graphs consisting of the components of a classical structure with the same type (same domain and
codomain) have a unique normal form.

In graphical notation, that means that we can represent the connected components of a Frobenius algebra by a spider. The multiplication is the spider of type $X \times X \otimes X$, the unit is the spider of type $I \rightarrow X$ and so on. When any two spiders are connected, they merge into a larger spider. Graphically:


If there is a Frobenius algebra on an object $X$, an isomorphism $X \rightarrow Y$ induces a Frobenius algebra on $Y$ :

Lemma 3.1.13. If $h: X: \rightarrow Y$ is an isomorphism and

$$
\left(X,>\mathrm{O}^{-}, \mathrm{O}^{-},-\mathrm{O},-\mathrm{O}\right)
$$

is a Frobenius algebra, then so is

And in particular, if $h$ is unitary and the Frobenius algebra is a $\dagger$-Frobenius algebra, the induced Frobenius algebra is a $\dagger$-Frobenius algebra.

Proof. Observe that $h^{-1} h$ and $h^{-1} h$ cancel; where the identities of a Frobenius algebra can be applied.

Moreover,

Lemma 3.1.14. [31, Theorem 5.15] If there is a Frobenius algebra on $X$, then $X$ is self dual.

Proof. Consider a Frobenius algebra $(X, \nabla, e, \Delta, m)$

The evaluation map is given by $X \otimes X \xrightarrow{\nabla} X \xrightarrow{m} I$ and the coevaluaion map is given by $I \xrightarrow{e} X \xrightarrow{\Delta} X \otimes X$.

We can say more about Frobenius algebras in FHilb:

Theorem 3.1.15. [19, Theorem 5.1] Orthogonal bases $\left\{\left|b_{i}\right\rangle\right\}_{i \in I}$ in FHilb are in bijective correspondence with commutative $\dagger$-Frobenius algebras:

$$
\left(\Delta:=\sum_{i \in I}\left|b_{i}\right\rangle<\left\langle b_{i} b_{i}\right|, e:=\sum_{i \in I}\left|b_{i}\right\rangle\right)
$$

Moreover, this correspondence can be refined to that of special commutative $\dagger$-Frobenius algebras (classical structures) and orthonormal bases.

The elements of a basis are copied by the induced special commutative $\dagger$-Frobenius algebra. However, not all points are copied in any category with a chosen classical structure, the coevalutation cannot be copied. A graphical proof of the this well known result is given in [18], which we give here:

Theorem 3.1.16. [No cloning] Quantum channels cannot be copied.

Proof. Suppose for sake of contradiction that quantum channels can be copied. Then there is a commutative natural transformation $\Delta$ so that:

This implies that

$$
O=S=Q=O
$$

Since every orthonormal basis in FHilb induces a classical structure and every vector space has a basis, FHilb is $\dagger$-compact closed.

Mutually unbiased bases can also be generalized beyond FHilb. We use different colours for the monoid and comonoid to indicate that they do not necessarily form a Frobenius algebra.

Definition 3.1.17. A bialgebra is a monoid, comonoid pair

$$
\left(X,>0-\mathrm{O}^{-},-\bigcirc<,-\bigcirc\right)
$$

so that:
[B.U]

$$
\mathrm{PO}=\begin{aligned}
& -0 \\
& 0
\end{aligned}
$$

[B.M]


A bialgebra is a Hopf-algebra when there is a map $X \xrightarrow{s} X$ called the antipode, such that:
[B.H]


Definition 3.1.18. Two classical structures on the same object

are complementary, when they interact satisfying the Hopf law up to an invertible scalar. Complementary Frobenius algebras are strongly complementary when they also satisfy the biaglebra laws up to an invertible scalar, so that they from a Hopf algebra up to an invertible scalar with the following antipode [17]:


Theorem 3.1.19. [31, Proposition 5.12] In FHilb mutually unbiased bases are complementary classical structures.

The Pauli $Z$ and $X$ observables are strongly complementary. It was this observeration that led to the development of the ZX-calculus [17], which we discuss in Chapter 6.

The Hopf law should be interperted as the result of preparing a state in the white basis and then measuring in the black basis; where the distribution of measurement outcomes is uniform. The reason that the bialgebra/Hopf rule only holds up to a scalar, is because in FHilb, mutually unbiased bases correspond to Frobenius algebras interacting to satisfy the Hopf law up to a nonzero scalar. In particular, they are scaled with respect to the dimension of the underlying vector space.

Even more of the structure of finite-dimensional quantum mechanics can be abstractly characterized:

Definition 3.1.20. [21, Definition 4.3] A prephase-shift for a $\dagger$-Frobenius algebra:

$$
\left(X,>0^{-}, \mathrm{O}^{-},-\infty<,-\mathrm{O}\right)
$$

is an endomorphism $\alpha: X \rightarrow X$ so that:

$$
O^{\square-}=-O_{\square}=-\infty
$$

Unitary prephase-shifts are called phase-shifts
A (pre)phase-shift $\alpha: X \rightarrow X$ induces a (pre)phase:


The phase-shifts of a $\dagger$-Frobenius algebra form a group called the phase group with group multiplication given by the Frobenius multiplication, the unit given by the identity and the inverse given taking the dagger (as phases are unitary).

The commutative spider theorem can be further refined to account for phases:

Theorem 3.1.21. [18, Theorem 9.15] [Phased commutative spider Theorem] All connected sub-graphs consisting of the components of a classical structure with the same type (same domain and codomain) have a unique normal form.

That is to say, we can can augment spiders to be labeled by phases so that the following spider fusion law holds:


The label $\alpha+\beta$ denotes the phase group product of phases $\alpha$ and $\beta$. Note that the original spider fusion rule is just the case when $\alpha$ and $\beta$ are the identity for the phase group ${ }^{1}$.

### 3.2 Stabilizer quantum mechanics

In this section, I refer the reader to [7, §3.3] or [44, §10.5] for further details.
The following sets of gates are known to be relatively inexpensive to implement and are of particular interest in quantum error correction [25, 44]:

Definition 3.2.1. The Pauli matrices are the complex matrices:

$$
X:=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right] \quad Y:=\left[\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right] \quad Z:=\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right]
$$

The Pauli group on $n$ is the closure of the set:

$$
P_{n}:=\left\{\lambda a_{1} \otimes \cdots \otimes a_{n} \mid \lambda \in\{ \pm 1, \pm i\}, a_{i} \in\left\{I_{2}, X, Y, Z\right\}\right\}
$$

under matrix multiplication.

[^0]Definition 3.2.2. A unitary $U$ stabilizes a quantum state $|\varphi\rangle$ when $|\varphi\rangle$ is a +1 eigenvector of $U$. That is to say $U|\varphi\rangle=|\varphi\rangle$. The unitaries stabilizing a quantum state $|\varphi\rangle$ form a group called the stabilizer group of $|\varphi\rangle$ denoted by $S_{|\varphi\rangle}$.

Because of the importance of Pauli products in quantum error correction, it is important to identify what states are stabilized by them:

Definition 3.2.3. An $n$ qubit quantum state $|\varphi\rangle$ is called a stabilizer state in case $S_{|\varphi\rangle}$ is a subgroup of $P_{n}$.

This gives an alternative way to think about stabilizer states:

Lemma 3.2.4. [44, §10.5.1] Stabilizer states are uniquely determined by their stabilizer subgroups (up to an invertible scalar).

The following class of maps preserve the property of being a stabilizer state:

Definition 3.2.5. The Clifford group on $n$ is the group of operators which acts on the Pauli group on $n$ by conjugation (where $\mathrm{U}\left(2^{n}\right)$ is the group of $2^{n}$ dimensional unitaries in Mat $_{\mathbb{C}}$ ):

$$
C_{n}:=\left\{U \in \mathrm{U}\left(2^{n}\right) \mid \forall p \in P_{n}, U p U^{-1} \in P_{n}\right\}
$$

There is an algebraic description of stabilizer states:

Lemma 3.2.6. [7, Theorem 3.3.6] All $n$ qubit stabilizer states have the form $C \circ|0\rangle^{\otimes n}$, for some member $C$ of the Clifford group on $n$ qubits.

This characterization of stabilizer states in terms of Clifford operators leads to the following notion:

Definition 3.2.7. A stabilizer circuit is a circuit composed of Clifford operators, state preparation and postselected measurement in the computational basis.

We also consider a subgroup of $C_{n}$ :

Definition 3.2.8. [22] The real Clifford group on $n$ qubits, is the subgroup of the Clifford group with real elements, ie:

$$
C_{n}^{r e}:=\left\{U \in C_{n} \mid \bar{U}=U\right\}
$$

An $n$-qubit real stabilizer state is a state of the form $C \circ|0\rangle^{\otimes n}$ for some $C \in C_{n}^{r e}$.
Similarly, a real stabilizer circuit is a circuit composed of real Clifford operators, state preparation and postselected measurement in the computational basis.

There is a generating set for the Clifford group on $n$ qubits.

Theorem 3.2.9. [25] For $n>1$, the Clifford group on $n$ is generated by $\omega$ (global $\pi / 4$ phase), $S(\pi / 2$ phase-shift gate), $H$ (Hadamard gate) and cnot (controlled-not gate). Explicitly, these matrices are:

$$
\omega:=e^{i \pi / 4} \quad S:=\left[\begin{array}{cc}
1 & 0 \\
0 & e^{i \pi / 2}
\end{array}\right]=\left[\begin{array}{ll}
1 & 0 \\
0 & i
\end{array}\right] \quad H:=\frac{1}{\sqrt{2}}\left[\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right] \quad \text { cnot }:=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}\right]
$$

It is worth mentioning that Selinger gave a complete set of circuit relations for Cliffords [47].

Corollary 3.2.10. [22] For $n>1$ the real Clifford group is generated by the Hadamard gate, the controlled-not gate and the not gate.

In [22], this group is presented in terms of the Hadamard gate, the controlled- $Z$ gate and the $Z$ gate, but these two presentations are equivalent.

Although these circuits exhibit quantum entanglement; they are not computationally powerful:

Theorem 3.2.11. [26] [Gottesmann-Knill] Stabilizer circuits can be simulated on probabilistic a classical computer in polynomial time.

Of course, quantum circuits cannot, in general, be simulated on classical computers in polynomial time. This means that stabilizer circuits are a very restrictive class of quantum circuits.

## Chapter 4

## Restriction and Inverse Categories

In this chapter, we shall turn our attention from quantum computing to partial, and reversible computing.

### 4.1 Restriction and inverse categories

In this section, we recall the basic theory and terminology of restriction and inverse categories.

Definition 4.1.1. [16, Definition 2.1.1] A restriction structure on a category $\mathbb{X}$ is an assignment $\bar{f}: A \rightarrow A$ for each map $f: A \rightarrow B$ in $\mathbb{X}$ satisfying the following four axioms:
$[\mathbf{R . 1}] \bar{f} f=f$
[R.2] $\bar{f} \bar{g}=\bar{g} \bar{f}$
[R.3] $\overline{\bar{g} f}=\bar{f} \bar{g}$
$[\mathbf{R . 4}] f \bar{g}=\overline{f g} f$

A restriction category is a category equipped with a restriction structure. An endomorphism $e: A \rightarrow A$ is called a restriction idempotent if $e=\bar{e}$. In particular, for any map $f, \bar{f} \bar{f}=\bar{f} f=\bar{f}$, so that $\bar{f}$ is idempotent. Restriction categories have a partial order on homsets with $f \leq g$ if and only if $\bar{f} g=f$. This partial order is called the restriction order.

In a restriction category, a total map is a map $f$ such that $\bar{f}=1$. The total maps of a restriction category $\mathbb{X}$ form a subcategory $\operatorname{Total}(\mathbb{X})$ of $\mathbb{X}$.

Example 4.1.2. The canonical example of a restriction category is the category of sets and partial functions, Par. The restriction of a partial function $f: A \rightarrow B$ is given by:

$$
\bar{f}(x):= \begin{cases}x & \text { If } f(x) \downarrow \\ \uparrow & \text { Otherwise }\end{cases}
$$

The notation $f(x)=\uparrow$ means that $f$ is undefined at $x$; similarly, $f(x) \downarrow$ means that $f$ is undefined at $x$.

Since the assignment of restriction is structure, one needs a notion of a functor between restriction categories that preserves this structure:

Definition 4.1.3. A restriction functor $F: \mathbb{X} \rightarrow \mathbb{Y}$ between restriction categories is a functor so that for any map $f \in \mathbb{X}, F(\bar{f})=\overline{F(f)}$.

Definition 4.1.4. [16, Sec. 3] A stable system of monics $\mathcal{M}$ for a category $\mathbb{X}$ is a class of monics of $\mathbb{X}$ closed to composition, containing all isomorphisms, so that given any cospan $X \xrightarrow{f} Z \stackrel{m}{\longleftrightarrow}$ Y, where $m$ is in $\mathcal{M}$, the following pullback exists:

and $\pi_{0}$ is in $\mathcal{M}$.

Definition 4.1.5. [16, Sec. 3] Given a stable system of monics $\mathcal{M}$ of a category $\mathbb{X}$, the category of partial maps, $\operatorname{Par}(\mathbb{X}, \mathcal{M})$ is the subcategory of $\operatorname{Span}(\mathbb{X})$ where the left leg is in $\mathcal{M} . \operatorname{Par}(\mathbb{X}, \mathcal{M})$ is endowed with a restriction structure given by $\overline{(m, f)}:=(m, m)$.

When all of the monics of $\mathbb{X}$ form a stable system of monics, denote the category of partial maps with all monics by $\operatorname{Par}(\mathbb{X})$.

For example, $\operatorname{Par}(\mathrm{Set})$ is equivalent to Par .

Definition 4.1.6. [16, Sec. 2.3]. A map $f$ in a restriction category is a partial isomorphism when there exists another map $g$, called the partial inverse of $f$, such that $\bar{f}=f g$ and $\bar{g}=g f$. A restriction category $\mathbb{X}$ is an inverse category when all its maps are partial isomorphisms.

In an inverse category, every idempotent is a restriction idempotent. Partial isomorphisms generalize the notion of isomorphisms to restriction categories; thus, the composition of partial isomorphisms is a partial isomorphism and partial inverses are unique. Furthermore, every restriction category $\mathbb{X}$ has a subcategory of partial isomorphisms Parlso( $\mathbb{X}$ ) which is an inverse category. The category Parlso(Set) is denoted by Pinj. The full subcategory of Pinj with objects given by finite sets is denoted by FPinj.

Inverse categories can be equivalently characterized by having a special type of dagger structure:

Theorem 4.1.7. [16, Theorem 2.20] A category $\mathbb{X}$ is an inverse category if and only if there exists an functor ()$^{\circ}: \mathbb{X}^{\mathrm{op}} \rightarrow \mathbb{X}$ which is the identity on objects, satisfying the following three axioms:

$$
[\mathbf{I N V . 1}]\left(f^{\circ}\right)^{\circ}=f \quad[\mathbf{I N V . 2}] f f^{\circ} f=f \quad[\text { INV.3 }] f f^{\circ} g g^{\circ}=g g^{\circ} f f^{\circ}
$$

The restriction structure is given by $\bar{c}:=c c^{\circ}$.

### 4.1.1 Discrete restriction categories and inverse products

If a category $\mathbb{X}$ has products then $\operatorname{Par}(\mathbb{X})$ has restriction products: these are "lax" products for which the pairing operation satisfies $\langle f, g\rangle \pi_{0}=\bar{g} f$ (and $\langle f, g\rangle \pi_{1}=\bar{f} g$ ). If the category $\mathbb{X}$ has a final object then $\operatorname{Par}(\mathbb{X})$ has a restriction final object. That is an object 1 for which, for each object $A$, there is a unique total map !: $A \rightarrow 1$ so that for any map $k: A \rightarrow B$, $k!_{B}=\bar{k}!_{A}$. A restriction category with restriction products and a restriction terminal object is called a Cartesian restriction category.

A Cartesian restriction category in which the diagonal map $\Delta_{A}: A \rightarrow A \times A$ is a partial isomorphism is called a discrete Cartesian restriction category. Given a category with products and pullbacks, the category of partial maps, $\operatorname{Par}(\mathbb{X})$, is always a discrete Cartesian restriction category. This is because the diagonal map is monic, and thus a partial isomorphism. Discrete Cartesian restriction categories can be equivalently characterized as Cartesian restriction categories which have meets with respect to the restriction ordering:

Definition 4.1.8. [15, Definition 2.9] A restriction category $\mathbb{X}$ has restriction meets when it has a combinator $\cap_{-}: \mathbb{X}(A, B) \times \mathbb{X}(A, B) \rightarrow \mathbb{X}(A, B)$ for all objects $A$ and $B$ in $\mathbb{X}$ such that for all $f, g: A \rightarrow B$ and $h: B \rightarrow C$ in $\mathbb{X}$ the following axioms hold:
[M.1] $f \cap f=f$
[M.2] $f \cap g \leq f$ and $f \cap g \leq g \quad$ (with respect to the restriction ordering)
[M.3] $(f \cap g) h=(f h) \cap(g h)$

In a discrete Cartesian restriction category the meet is $f \cap g:=\Delta(f \times g) \Delta^{\circ}$. Conversely if one has meets in a Cartesian restriction category, one can define the partial inverse of the diagonal map as $\Delta^{\circ}:=\pi_{0} \cap \pi_{1}$. The subcategory of partial isomorphism of a discrete Cartesian category is an inverse category which has a residual product structure [24, Proposition 4.3.7]. As the projections are not partial isomorphisms this structure hinges on the behaviour of $\Delta$ and $\Delta^{\circ}$ :

Definition 4.1.9. [24, Definition 4.3.1] Consider a symmetric monoidal inverse category $\mathbb{X}$ where the tensor preserves restriction in both components. Such a category $\mathbb{X}$ has inverse products if there exists a natural diagonal transformation $\Delta$ whose components induce semi-Frobenius algebras with respect to the dagger functor ()$^{\circ}: \mathbb{X}{ }^{\circ p} \rightarrow \mathbb{X}$, satisfying uniform copying. $\Delta$ is uniform copying ${ }^{1}$ if:

[^1]
$$
\Delta_{I}^{\circ}=u_{I}^{R}=u_{I}^{L} \quad \Delta_{I}=\left(u_{I}^{R}\right)^{-1}=\left(u_{I}^{L}\right)^{-1}
$$

Recall from Definition 3.1.11, that a semi-Frobenius algebra is a nonunital, special, commutative, $\dagger$-Frobenius algebra. Therefore, the speciality makes the map $\Delta$ total on all components.

Denote the partial inverse of $\Delta$ by $\nabla:=\Delta^{\circ}$. We depict $\Delta$ and $\nabla$ graphically as follows:


A discrete inverse category is a category with inverse products. Discrete inverse categories have meets given by $f \cap g:=\Delta(f \otimes g) \nabla$. Inverse products are extra structure, so an inverse category can be a discrete inverse category in different ways (see [24, Example 4.3.4]). Therefore, we need functors between discrete inverse categories to preserve more than just restriction.

Definition 4.1.10. A discrete inverse functor from a discrete inverse category $\mathbb{X}$ to $\mathbb{Y}$ is a strong monoidal restriction functor $F: \mathbb{X} \rightarrow \mathbb{Y}$ so that the following diagram commutes:


Example 4.1.11. [24, Example 4.3.2] Pinj is a discrete inverse category with Cartesian monoidal structure. The dagger is given by the relational converse and the inverse products are given by components:

$$
\Delta_{X}=\lambda x \cdot(x, x): X \rightarrow X \times X
$$

We identify a class of maps with restriction idempotents using inverse products:

Definition 4.1.12. Consider a $\dagger$-monoidal category $\mathbb{X}$ with a natural semi-Frobenius structure, without necessarily being an inverse category. A map $e: X \rightarrow X$ in $\mathbb{X}$ is latchable when

$$
e=\Delta_{X}\left(f \otimes 1_{X}\right) \nabla_{X}
$$

That is, when the following holds:

$$
\square=\square \sqrt{f} \square
$$

The following Lemma was proven, in slightly different terms, by Giles in [24, Lemma 4.3.5 (i)]:

Lemma 4.1.13. If $\mathbb{X}$ is a $\dagger$-monoidal category with a natural semi-Frobenius algebra structure satisfying uniform copying (without necessarily being an inverse category), then the latchable maps commute and are idempotent.

Moreover, if $\mathbb{X}$ is a discrete inverse category, the latchable maps are precisely the restriction idempotents.

Proof.

- Consider a $\dagger$-monoidal category $\mathbb{X}$ with a natural semi-Frobenius structure satisfying uniform copying. First we observe that latchable maps $e$ in $\mathbb{X}$ are idempotent.


$$
\begin{array}{ll}
= & \Delta \text { is latchable } \\
= & \Delta \text { is natural } \\
= & \Delta \text { is special }
\end{array}
$$

Next, observe that latchable maps $e$ and $m$ and $\mathbb{X}$ commute:
$=$ is latchable
$=$
$=$

- For the second claim, consider a discrete inverse category $\mathbb{X}$. By the previous bullet we already know that latchable maps are idempotent. We show, conversely, that idempotents $e$ of $\mathbb{X}$ are latchable:

$\Delta$ is special
$\Delta$ is semi-Frobenius

$\Delta$ is natural

$$
e e=e
$$

$\Delta$ is natural
$\Delta$ is semi-Frobenius
$\Delta$ is commutative

Where the last line follows as latchable maps are idempotent.

### 4.2 Restriction and discrete inverse functors

In Chapters 5 and 7, we demonstrate equivalences between discrete inverse categories using restriction functors which are representable. The pursuit of proving that these functors are equivalences resulted in the realization that the preservation of discrete inverse structure is very powerful property for a functor to have: in particular, the proof pf the fullness and faithfulness of these functors is reduced to much easier cases (Lemmas and 4.2.6 4.2.7).

Definition 4.2 .1 . Given a restriction category $\mathbb{X}$ and any object $X$ in $\mathbb{X}$, define the functor $h_{X}:=\operatorname{Total}(\mathbb{X})\left(X,{ }_{-}\right): \mathbb{X} \rightarrow$ Par as follows:

On objects: For each object $Y \in \mathbb{X}, h_{X}(Y):=\left\{f \in \mathbb{X}(X, Y) \mid \bar{f}=1_{x}\right\} ;$

On maps: For each map $Y \xrightarrow{f} Z$ in $\mathbb{X}$, for all $g \in h_{X}(Y)$,

$$
\left(h_{X}(f)\right)(g):= \begin{cases}g f & \text { if } \overline{g f}=1_{X} \\ \uparrow & \text { otherwise }\end{cases}
$$

The notation $\left(h_{X}(f)\right)(g)=\uparrow$ means $h_{X}(f)$ is undefined on $g$.

Lemma 4.2.2. $h_{X}: \mathbb{X} \rightarrow$ Par is a restriction functor.

Proof. To prove $h_{X}$ is a restriction functor is to prove $h_{X}$ preserves identities, composition and restriction structure.

- First, we prove that $h_{X}$ preserves identities. Take any object $Y \in \mathbb{X}$ and any map $f \in h_{X}(Y)$. Then, $\left(h_{X}\left(1_{Y}\right)\right)(f)=f 1_{Y}=f$ as $\overline{f 1_{Y}}=\bar{f}=1_{X}$.
- Next we prove that $h_{X}$ preserves composition. Consider arbitrary maps $Y \xrightarrow{f} Z \xrightarrow{g} W$ and an $h \in h_{X}(Y)$.

Suppose that $\overline{h f g}=1_{X}$, then $\left(h_{X}(f g)\right)(h)=h f g$ and $\overline{h f}=1_{X}$, then

$$
h_{X}(g)\left(\left(h_{X}(f)\right)(h)\right)=\left(h_{X}(g)\right)(h f)=h f g .
$$

On the other hand, suppose that $\overline{h f g} \neq 1_{X}$ then

$$
h_{X}(g)\left(\left(h_{X}(f)\right)(h)\right)=h_{X}(g)(\uparrow)=\uparrow
$$

If $\overline{h f}=1_{X}$, then

$$
h_{X}(g)\left(h_{X}(f)(h)\right)=h_{X}(g)(h f)=\uparrow .
$$

Therefore, $h_{X}$ preserves composition.

- Finally, we prove that $h_{X}$ preserves restriction.

For any $f: Y \rightarrow Z$ and any $g \in h_{X}(Y)$ :

$$
\left(h_{X}(\bar{f})\right)(g)= \begin{cases}g \bar{f} & \text { if } \overline{g \bar{f}}=\overline{g f}=1_{X} \\ \uparrow & \text { otherwise }\end{cases}
$$

However,

$$
\overline{h_{X}(f)}(g)= \begin{cases}g & \text { if }\left(h_{X}(f)\right)(g) \downarrow \\ \uparrow & \text { otherwise }\end{cases}
$$

But, $\left(h_{X}(f)\right)(g)$ is defined if and only if $\overline{g f}=1_{X}$; moreover if $\overline{g f}=1_{X}$, then $g \bar{f}=$ $\overline{g f} g=1_{X} g=g$. Therefore, $h_{X}$ preserves restriction.

Because $h_{X}: \mathbb{X} \rightarrow$ Par is a restriction functor, and restriction functors preserve partial isomorphisms, it follows that:

Lemma 4.2.3. Given an object $X$ of an inverse category $\mathbb{X}, h_{X}: \mathbb{X} \rightarrow$ Par restricts to a $\dagger$-functor $\widetilde{h}_{X}: \mathbb{X} \rightarrow$ Pinj.

Note that $\widetilde{h}_{X}$ is a $\dagger$-functor because the $\dagger$-structures of both categories are determined by their restriction structures, where restriction is preserved by $\widetilde{h}_{X}$.

This functor sometimes preserves inverse products:
Lemma 4.2.4. Given a discrete inverse category $\mathbb{X}$, if $\widetilde{h}_{I}: \mathbb{X} \rightarrow$ Pinj is a strong monoidal functor, it is also a discrete inverse functor (where $I$ is the tensor unit).

Proof. Recall that Pinj has a canonical inverse product structure given by:

$$
\Delta_{X}:=\lambda x .(x, x): X \rightarrow X \times X
$$

so that for any $f: X \rightarrow Y$ in $\operatorname{Pinj}, f \Delta_{X}=\Delta_{Y}(f \times f)$.
First, recall from the definition of a semi-Frobenius structure, that $\Delta_{I}=\left(u_{I}^{R}\right)^{-1}=\left(u_{I}^{L}\right)^{-1}$. Moreover, as $\widetilde{h}_{I}$ is a strong monoidal functor, $\operatorname{Total}(\mathbb{X})(I, I)=\widetilde{h}_{I}(I) \cong I$, so there is only one total endomorphism on the tensor unit in $\mathbb{X}$; namely, $1_{I}$.

Consider some $f$ in $\widetilde{h}_{I}(X)$. Then:

$$
\begin{aligned}
f \widetilde{h}_{I}\left(\Delta_{X}\right) & =\widetilde{h}_{I}(f) \widetilde{h}_{I}\left(\Delta_{X}\right) \\
& =\widetilde{h}_{I}\left(f \Delta_{X}\right) \\
& =\widetilde{h}_{I}\left(\Delta_{I}(f \otimes f)\right) \\
& =\widetilde{h}_{I}\left(\Delta_{I}\right) \widetilde{h}_{I}(f \otimes f) \\
& =\widetilde{h}_{I}\left(u_{I}^{R}\right) \widetilde{h}_{I}(f \otimes f) \\
& \cong u_{I}^{R}(f \times f) \\
& =\Delta_{I}(f \times f)
\end{aligned}
$$

$$
\text { As } \widetilde{h}_{I}(I)=\left\{1_{I}\right\}
$$

$$
\widetilde{h}_{I} \text { is a functor }
$$

$$
\Delta \text { is natural }
$$

$$
=\widetilde{h}_{I}\left(\Delta_{I}\right) \widetilde{h}_{I}(f \otimes f) \quad \widetilde{h}_{I} \text { is a functor }
$$

$$
\Delta_{I}=u_{I}^{R}
$$

$$
\cong u_{I}^{R}(f \times f) \quad \widetilde{h}_{I} \text { is a strong monoidal functor }
$$

$$
\Delta_{I}=u_{I}^{R}
$$

Therefore $\widetilde{h}_{I}\left(\Delta_{X}\right)=\Delta_{\tilde{h}_{I}(X)}$ for all objects $X$ in $\mathbb{X}$.
We develop a criterion for when an inverse functor is faithful:

Lemma 4.2.5. A restriction functor $F: \mathbb{X} \rightarrow \mathbb{Y}$ between inverse categories is faithful if and only if it reflects and is faithful on restriction idempotents.
$F$ reflects restriction idempotents when for all endomorphisms $h: A \rightarrow A$ in $\mathbb{X}, \overline{F(h)}=$ $F(h)$ implies $\bar{h}=h$.

Proof.

- If $F$ is faithful then it is faithful on restriction idempotents. To show it reflects idempotents, if $F(g)=\overline{F(g)}$, then $F(g) F(g)=F(g g)=F(g)$. So $g$ is an idempotent
and thus a restriction idempotent, as all idempotents are restriction idempotents in an inverse category.
- Conversely, suppose $F$ reflects and is faithful on restriction idempotents and that $F(f)=F(g)$ for $f, g$ which are parallel maps in $\mathbb{X}$. This means that

$$
\overline{F(f)}=F(f) F(f)^{\circ}=F(f) F(g)^{\circ}=F\left(f g^{\circ}\right)
$$

So $f g^{\circ}$ is a restriction idempotent as is $g^{\circ} f$. But

$$
F\left(f g^{\circ}\right)=F(f) F(g)^{\circ}=F(f) F(f)^{\circ}=F\left(f f^{\circ}\right)
$$

So $f g^{\circ}=f f^{\circ}$ and $g^{\circ} f=f^{\circ} f$. Thus $g^{\circ}$ is the partial inverse of $f$, and hence $g^{\circ}=f^{\circ}$.

If $F$ is a discrete inverse functor-then we can do even better:

Lemma 4.2.6. A discrete inverse functor $F: \mathbb{X} \rightarrow \mathbb{Y}$ between discrete inverse categories is faithful if and only if it is faithful on restriction idempotents.

Proof.

- If $F$ is faithful it is certainly faithful on restriction idempotents.
- Conversely, by Lemma 4.2.5, it suffices to prove that $F$ reflects restriction idempotents.

Suppose $F(f)=F(\bar{f})$, then

$$
F(\bar{f})=F(f) \cap \overline{F(f)}=F(f) \cap F(\bar{f})=F(f \cap \bar{f})
$$

Since $\bar{f}$ and $f \cap \bar{f}$ are restriction idempotents and $F$ is faithful on restriction idempotents, then $\bar{f}=f \cap \bar{f} \leq f$. But then $\bar{f} \leq f$ iff $\bar{f} f=\bar{f}$. So $f=\bar{f}$ as $\bar{f} f=f$.

The following criterion is used in Chapters 5 and 7 for proving the fullness of a restricted class of discrete inverse functors:

Lemma 4.2.7. Let $F: \mathbb{X} \rightarrow \mathbb{Y}$ be a discrete inverse functor between discrete inverse categories and let $f: X \rightarrow Y$ be a partial isomorphism in $\mathbb{Y}$. If $\left\langle 1_{Y}, f^{\circ}\right\rangle:=\Delta\left(1_{Y} \otimes f^{\circ}\right)$ and $\left\langle 1_{X}, f\right\rangle:=\Delta\left(1_{X} \otimes f\right)$ are in the image of $F$, then so is $f$.

Proof. For all maps $f: X \rightarrow Y$ in $\mathbb{Y}$ there are maps: $g$ and $h$ in $\mathbb{X}$ such that :


Therefore, $f$ is in the image of $F$ and by symmetry $f^{\circ}$ is as well.

If $F$ is seen as realising a restricted class of circuits, this has an interpretation in terms
of circuit synthesis. Given a partial isomorphism $f: X \rightarrow Y$, algorithms for the synthesis of $\left\langle 1_{X}, f\right\rangle,\left\langle 1_{Y}, f^{\circ}\right\rangle$ and $\left\langle 1_{Y}, f^{\circ}\right\rangle^{\circ}$, an algorithm for synthesizing $f$ is obtained by Lemma 4.2.7.

### 4.3 Barr's $\ell^{2}$ functor

In [10], Barr describes a contravariant functor from sets and partial injections to Hilbert spaces. We will use the covariant version of the functor described in [32] (although he considers the restriction to finite sets).

The functor $\ell^{2}:$ Pinj $\rightarrow$ Hilb takes:

Objects: For any object $X$ :

$$
\ell^{2}(X):=\left\{\varphi:\left.X \rightarrow \mathbb{C}\left|\sum_{x \in X}\right| \varphi(x)\right|^{2}<\infty\right\}
$$

It is easily verified that $\ell^{2}(X)$ is a vector space with basis $\left\{\delta_{x}\right\}_{x \in X}$, where $\delta_{x}: X \rightarrow \mathbb{C}$ is the Kronecker delta function taking $x \neq y \mapsto 0$ and $x \mapsto 1$. Moreover, $\ell^{2}(X)$ is a Hilbert space as there is an induced inner product:

$$
\langle\psi \mid \varphi\rangle:=\sum_{x \in X} \overline{\psi(x)} \varphi(x)
$$

Where the $\overline{\psi(x)}$ is the complex conjugate of $\psi(x)$.

Maps: For any map $f: X \rightarrow Y, \ell^{2}(f)$ is defined on basis elements, so that for any $x \in X$ :

$$
\left(\ell^{2}(f)\right)\left(\delta_{x}\right):= \begin{cases}\delta_{f(x)} & \text { if } \overline{f(x)}=1_{X} \\ 0 & \text { otherwise }\end{cases}
$$

Theorem 4.3.1. $[30, \S 4.2, \S 4.3, \S 4.9] \ell^{2}:$ Pinj $\rightarrow$ Hilb is a strong $\dagger$-symmetric monoidal, essentially surjective, faithful functor.

In the case where $\mathbb{X}$ has a terminal object $I$, note the similarity of $\widetilde{h}_{I}: \mathbb{X} \rightarrow \operatorname{Pinj}$ and $\ell^{2}:$ Pinj $\rightarrow$ Hilb. Whereas $\widetilde{h}_{I}: \mathbb{X} \rightarrow$ Pinj evaluates maps on points, sending undefined evaluations to $\uparrow ; \ell^{2}:$ Pinj $\rightarrow$ Hilb evaluates maps on basis elements sending undefined evaluations to the zero matrix.

## Chapter 5

## The Controlled-not Gate

In this chapter we model the behaviour of circuits comprised of controlled-not gates and computational ancillary bits (corresponding to state preparation and post-selected measurement in the standard basis). The controlled-not gate is the unitary matrix taking $\left|b_{1}, b_{2}\right\rangle$ to $\left|b_{1}, b_{1} \oplus b_{2}\right\rangle$. We model these circuits as maps in the symmetric monoidal category CNOT given by finite generators and relations. This follows the work of Lafont, wherein a finite complete set of identities is given for circuits generated by the controlled-not gate without ancillary bits [38, §3.1].

We prove that CNOT is discrete inverse equivalent to a concrete category of torsors and partial maps - in other words the category of affine partial isomorphisms between finite dimensional $\mathbb{Z}_{2}$ vector spaces. This allows us to use the faithful strong $\dagger$-symmetric monoidal functor $\ell^{2}:$ Pinj $\rightarrow$ Hilb to prove the completeness of these identities with respect to the canonical interpretation into $\mathrm{Mat}_{\mathbb{C}}$.

### 5.1 The category CNOT

Define the category CNOT to be the PROP generated by the 1 ancillary bits $|1\rangle$ and $\langle 1|$ as well as the controlled-not gate:

$$
|1\rangle:=\downarrow \quad\langle 1|:=\square \quad \text { cnot }:=\square
$$

These generators have a canonical interpretation $\llbracket \rrbracket_{\mathbb{C N O T}}:$ CNOT $\rightarrow$ Mat $_{\mathbb{C}}$ :

$$
\llbracket|1\rangle \rrbracket_{\mathrm{CNOT}}:=\left[\begin{array}{l}
0 \\
1
\end{array}\right] \quad \llbracket\langle 1| \rrbracket_{\mathrm{CNOT}}:=\left[\begin{array}{ll}
0 & 1
\end{array}\right] \quad \llbracket \mathrm{cnot} \rrbracket_{\mathrm{CNOT}}:=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}\right]
$$

The controlled-not gate and the 1-ancillary bits allow the not gate, $|0\rangle$ gate, $\langle 0|$ gate and flipped cnot gate to be defined:

We also allow for "gaps" cnot gates to suppress symmetry maps:

$$
\overline{\dot{\sigma}}:=\overline{x^{\phi} x}
$$

These gates must satisfy the identities given in Figure 5.1.
[CNOT.1] can be stated algebraically as $\operatorname{cnot} c \operatorname{cnot} c \operatorname{cnot}=c$. [CNOT.2] shows that cnot is self-inverse. [CNOT.3](%5BTOF.15%5D) shows that control bits can be slid past each other; likewise, [CNOT.5](%5B) says that target bits can be slid past each other. [CNOT.4] shows how controlling from $|1\rangle$, produces a not gate. [CNOT.6] shows that preparing the state $|1\rangle$ entails that $|1\rangle$ will be measured. [CNOT.7] shows that controlling from $|0\rangle$ makes the cnot gate disappear. [CNOT.9] shows that multiplication by the zero matrix collapses the

| [CNOT.1] | $\sigma$ ف 6 | [CNOT.6] | . |
| :---: | :---: | :---: | :---: |
| [CNOT.2] | $\omega=\bar{\square}$ |  |  |
| [CNOT.3](%5BTOF.15%5D) | $\frac{\underline{\theta}}{\dot{\sigma}}=\stackrel{\underline{\theta}}{\dot{\theta}}$ | [CNOT.7] | $\dot{\beta+\dot{\theta}}=\underline{\theta}$ |
| [CNOT.4] | $\cdots=\cdots{ }^{+1}$ | [CNOT.8] | $\frac{\dot{b} \cdot \underline{\phi}}{\underline{\phi}}=\overrightarrow{\dot{\phi} \dot{\sigma}}$ |
| [CNOT.5](%5B) | $\overline{\overline{\partial \phi}}=\overline{\bar{\theta} \boldsymbol{\theta}}$ | [CNOT.9] | $\square=0 \cdot$ |

Figure 5.1: The identities of CNOT
connectivity of circuits.
[CNOT.8] (in conjunction with [CNOT.2]) allows certain configurations of cnot gates to be pushed "past each other" with another trailing cnot gate as a side effect. This is the cnot case of a class of identities given by Iwama et al. [33], which we discuss in great detail in Chapter 7.

$$
\underline{\overrightarrow{\phi_{\dot{\phi}}}}=\frac{\overrightarrow{\dot{\phi}^{\dot{\phi}} \dot{\phi}}}{\underline{\dot{\phi} \dot{\phi}}}
$$

Up to sliding control wires and target wires, all identities are graphically horizontally symmetric. Therefore there is an obvious $\dagger$-functor, ()$^{\circ}:$ CNOT $^{\circ p} \rightarrow$ CNOT given by cnot $\mapsto$ cnot, $|1\rangle \mapsto\langle 1|,\langle 1| \mapsto|1\rangle$.

It is mechanical to verify that the interpretation $\llbracket \rrbracket_{\text {CNOT }}:$ CNOT $\rightarrow \mathrm{Mat}_{\mathbb{C}}$ is a strict $\dagger$-symmetric monoidal functor which reflects the dagger, so this interpretation is sound. However, proving completeness is highly nontrivial.

### 5.2 Preliminary results for CNOT

Because of Axiom [CNOT.9], it follows that CNOT has zero-maps (although there is no zero-object). This warrants discussion as zero maps play an important role later.

Definition 5.2.1. The zero circuit in CNOT is:

$$
\emptyset:=\varnothing: 0 \rightarrow 0
$$

In order to show this is a zero map, first:

Lemma 5.2.2. $\emptyset \otimes \emptyset=\emptyset$

Proof.


We generalize $\emptyset$ to an arbitrary domain and codomain:

Definition 5.2.3. For any $n$ and $m$ in $\mathbb{N}$, define the zero map from $n$ to $m, \emptyset_{n, m}: n \rightarrow m$ by the circuit $|1\rangle^{\otimes m} \phi( \rangle<\left\langle\left. 1\right|^{\otimes n}\right.$.

These are zero maps:

## Lemma 5.2.4.

(i) If $f=f \otimes \emptyset$, for some $f: n \rightarrow m$ then $f=\emptyset_{n, m}$
(ii) If $g: m \rightarrow p$, then $\emptyset_{n, m} g=\emptyset_{n, p}$
(iii) If $h: p \rightarrow n$, then $h \emptyset_{n, m}=\emptyset_{p, n}$

## Proof.

(i) Consider an arbitrary circuit $f: n \rightarrow m$ such that $f=f \otimes \emptyset$. Use [CNOT.9] to cut the wires around every gate in $f$. Then every cut gate must either be $\emptyset$ or $\langle 1| \rho|1\rangle$. In the first case, use Lemma 5.2.2 to consume the $\emptyset$ obtained by cutting. In the second case, by [CNOT.6], allow one to remove the circuit. Thus $f=f \otimes \emptyset=\emptyset_{n, m}$.
(ii) Clearly $\emptyset_{n, m} \emptyset=\emptyset_{n, m} \otimes \emptyset=\emptyset_{n, m}$ but then $h \emptyset_{n, m}=\left(h \emptyset_{n, m}\right) \emptyset$ so $h \emptyset_{n, m}=\emptyset_{p, m}$.
(iii) Dual to (ii).

### 5.3 CNOT is a discrete inverse category

In this section, we prove that CNOT is a discrete inverse category. We show "discreteness" before establishing the inverse category properties.

### 5.3.1 Inverse products in CNOT

We begin by defining two families of maps $\Delta_{n}$ and $\nabla_{n}$ for all $n \in \mathbb{N}$. We then show that these maps are semi-Frobenius algebras.

Definition 5.3.1. Define two families of maps $\left\{\Delta_{n}: n \rightarrow 2 n\right\}_{n \in \mathbb{N}}$ and $\left\{\nabla_{n}: 2 n \rightarrow n\right\}_{n \in \mathbb{N}}$ as follows.

On zero wires, define $\Delta_{0}:=1_{0}$.
On one wire, define $\Delta_{1}, \nabla_{1}$, respectively by:

$$
-\mathbb{C}:=
$$

On $n$ wires define $\Delta, \nabla$ inductively as follows:


As we have defined CNOT by its generators, most of the proofs which follow involve structural induction; that is, by induction on the generators of CNOT. Moreover, since CNOT is a PROP, often we can just prove the inductive step.

Lemma 5.3.2. $\Delta$ is a natural transformation.

Proof. We prove $\Delta$ is natural by structural induction on circuits.

For $|1\rangle$ :

$$
\begin{aligned}
& -\mathbb{C}=0 \\
& =0 \cdot \theta \\
& =\stackrel{\oplus}{\theta} \\
& =\omega \quad \omega \\
& \text { [CNOT.7] } \\
& =\omega \\
& \text { [CNOT.4] } \\
& = \\
& =: \\
& \text { [CNOT.8] } \\
& \text { [CNOT.4] } \\
& \text { [CNOT.7] } \\
& \text { [CNOT.4] } \\
& \text { [CNOT.2] } \\
& \text { [CNOT.6] }
\end{aligned}
$$

For $\langle 1|$ :

$$
\begin{aligned}
& \longrightarrow=4 \\
& =\ddot{O} \\
& =\overbrace{0}
\end{aligned}
$$

$$
\begin{aligned}
& =\cdots \\
& =\because \\
& =\rightarrow
\end{aligned}
$$

[CNOT.8]
[CNOT.4]
[CNOT.7]
[CNOT.4]
[CNOT.2]
[CNOT.6] $\times 2$

For cnot:

$$
\begin{aligned}
& \xrightarrow[D]{D+\dot{Q}} \\
& =\frac{\varphi^{\circ}}{9} \\
& =\stackrel{\phi \cdot \theta \theta}{\square} \\
& =\frac{\Delta \varphi \theta}{\square \varphi!-} \\
& =\frac{\stackrel{\Delta \theta}{\Delta \varphi \omega_{0}}}{\square \varphi}
\end{aligned}
$$

$$
\begin{aligned}
& =\stackrel{\square \varphi \varphi}{\stackrel{\varphi}{\square} \cdot q} \\
& \text { [CNOT.3] } \\
& \text { [CNOT.2] } \\
& \text { [CNOT.8] } \\
& \text { [CNOT.5] } \\
& \text { [CNOT.2] } \\
& \text { [CNOT.8] } \\
& \text { [CNOT.2] }
\end{aligned}
$$


[CNOT.8]

Lemma 5.3.3. $\Delta$ is cocommutative.

Proof. We prove that $\Delta$ is cocommutative by induction on the number of wires:

- On no wires the result is immediate.
- It suffices to observe, on one wire:


$$
=\varnothing
$$

$$
=
$$

$$
=\mathbb{C}
$$

[CNOT.1]
[CNOT.2]
[CNOT.7]

Lemma 5.3.4. $\Delta$ is special.

Proof. We prove that $\Delta$ is special by induction on the number of wires.

- On zero wires it is the identity.
- It suffices to observe, on one wire:

$$
\begin{aligned}
& \longrightarrow \infty-\stackrel{\rightharpoonup}{\infty} \triangleleft \\
&=-\stackrel{-\Delta}{\triangleright-\Delta} \\
&=-
\end{aligned}
$$



Lemma B.0.1 (ii)

Lemma 5.3.5. $\Delta$ is coassociative.

Proof. We prove that $\Delta$ is coassociative by induction on the number of wires.

- On zero wires it is immediate.
- It suffices to observe, on one wire:


$$
\begin{aligned}
& =\frac{\Delta \varphi \cdot \varphi \theta}{\square \cdot \theta} \\
& =\frac{\Delta \cdot \theta}{\sigma \cdot \theta}
\end{aligned}
$$

Lemma B.0.1 (i)

$$
=\stackrel{\Delta \varphi}{\stackrel{\Delta \varphi}{\varphi}}
$$

$$
[\text { CNOT. } 7] \times 2
$$

The dual propositions for $\nabla$ hold since, $\Delta^{\circ}=\nabla$.

Lemma 5.3.6. $\left(n, \Delta_{n}, \nabla_{n}\right)$ is a semi-Frobenius algebra for all $n \in \mathbb{N}$.

Proof. We prove that $(\Delta, \nabla)$ is a semi-Frobenius algebra by induction on the number of wires.

- On zero wires it is immediate.
- It suffices to observe, on one wire:


Note that $\Delta$ satisfies the uniform copying law by construction.

### 5.3.2 CNOT is an inverse category

To prove that CNOT is an inverse category, we need to prove that the functor (_) ${ }^{\circ}$ : $\mathrm{CNOT}^{\mathrm{op}} \rightarrow$ CNOT which horizontally flips circuits satisfies [INV.1], [INV.2] and [INV.3]. It is immediate that [INV.1] holds, as ()$^{\circ}:$ CNOT $^{\text {op }} \rightarrow$ CNOT is a dagger functor. It remains to show that [INV.2] and [INV.3] hold.

To prove that [INV.3] holds, we show that cirucits of the form $f f^{\circ}$ are latchable, and thus commute.

Proposition 5.3.7. All circuits of the form $f f^{\circ}$ are latchable.

Proof. We prove that all circuits of the form $f f^{\circ}$ are latchable by structural induction on $f$.
Any circuit $p$ with no components is a permutation and, thus, $p p^{\circ}$ is the identity. So being latchable in this case comes from the fact that the semi-Frobenius algebras are special. Furthermore, adding a permutation, $p$, in front of any latchable circuit, $h$, gives a latchable circuit as:

$$
(p h)(p h)^{\circ}=p h h^{\circ} p^{\circ}=p \Delta\left(h h^{\circ} \otimes 1\right) \nabla p^{\circ}=\Delta\left(p h h^{\circ} p^{\circ} \otimes p p^{\circ}\right) \nabla=\Delta\left(\left((p h)(p h)^{\circ}\right) \otimes 1\right) \nabla
$$

Thus we need only consider adding gates to the top left of circuits: adding a gate anywhere else can be simulated by precomposing with a permutation to move the gates wires to the top, then adding the gate at the top left, and then precomposing with the inverse of the permutation.

Thus, it suffices to show inductively that when a circuit of the form $f f^{\circ}$ is latchable, adding a generator to the top left of $f$ results in a circuit which is still latchable.

For $|1\rangle$ :


For $\langle 1|$ :

$$
\begin{array}{rlrl}
\frac{n+1}{n+1} & =\frac{\text { By supposition }}{n} & & \text { By supposition } \\
& =\frac{\Delta}{n} \\
& =1 & & \text { Lemma } B .0 .3
\end{array}
$$

For cnot:


By supposition

By supposition
$\Delta$ is natural
[CNOT.2]

Therefore, as latchable circuits commute, by Lemma 4.1.13:
Proposition 5.3.8. Circuits of the form $f f^{\circ}$ commute.

Proof. Circuits of the form $f f^{\circ}$ are latchable, by Proposition 5.3.7. By Lemma 4.1.13, latchable circuits are idempotent.

It remains to prove that [INV.2] holds which we prove by induction.

Lemma 5.3.9. [INV.2] holds in CNOT with respect to the functor ( $)^{\circ}:$ CNOT $^{\circ p} \rightarrow$ CNOT.

Proof. We will prove [INV.2] holds under the functor (_) ${ }^{\circ}$ by structural induction.

- For the base case, for a permutation $f, f f^{\circ} f=f$.
- For the inductive hypothesis, suppose that $g g^{\circ} g=g$.

We proceed by cases for each generator:

For $|1\rangle$ :

$$
\begin{aligned}
& { }^{n} \text { f }{ }^{m} \text { fon }{ }^{n}{ }^{m} \\
& =\frac{n-1}{\sqrt[9 g^{g}]{]^{n-1}} \underbrace{9} \quad \text { By supposition }} \\
& =\frac{n-1}{1+\sqrt{909} \cdot m} \\
& =\frac{n-1}{n g g^{m}} \\
& =\frac{n-1}{m} \quad \text { By the inductive hypothesis } \\
& =n_{f^{f}} \quad \text { By supposition }
\end{aligned}
$$

For $\langle 1|$ :

$$
\begin{aligned}
& =\frac{n-1}{n} \frac{9 g^{n-1}}{n} a^{m} \\
& =\frac{n-1 \sqrt{g g \overbrace{}^{n-1}} \underline{g}^{m}}{} \\
& =\frac{n-1}{\square}-m \quad \text { By the inductive hypothesis } \\
& =n^{n} \\
& \text { By supposition }
\end{aligned}
$$

For cnot:

$$
\begin{aligned}
& =\frac{\sqrt[n-2]{g^{g} g}}{q} \\
& =\overbrace{\Phi}^{\frac{n-2}{g} \cdot m} \\
& =\quad n_{f}^{m}
\end{aligned}
$$

By supposition
[CNOT.2]

By the inductive hypothesis

By supposition

Therefore:

Theorem 5.3.10. CNOT is a discrete inverse category.

### 5.4 Torsors

Our aim is to prove that CNOT is a discrete inverse category, equivalent to the category of partial isomorphism between finitely generated non-empty commutative torsors of characteristic 2, Parlso $\left(\mathrm{CTor}_{2}\right)^{*}$. Torsors are essentially groups without a fixed multiplicative identity: the category Parlso $\left(\mathrm{CTor}_{2}\right)^{*}$ may be viewed, perhaps more familiarly, as the partial isomorphism category of finite-dimensional $\mathbb{Z}_{2}$ vector spaces with affine maps.

Definition 5.4.1. A torsor is a set $X$ along with a ternary operation ( $\left.\left.{ }_{-}\right) \times_{(-)}()_{-}\right): X \times X \times$ $X \rightarrow X$ called para-multiplication, such that for any $a, b, c, d, e \in X$, the following laws hold [37]:

Para-associativity:

$$
\left(a \times_{b} c\right) \times_{d} e=a \times_{d \times_{c} b} e=a \times_{b}\left(c \times_{d} e\right)
$$

Para-identity:

$$
a \times_{b} b=b \times_{b} a=a
$$

A torsor is said to be commutative, when $a \times_{b} c=c \times_{b} a$ and a torsor is said to have characteristic 2, when $a \times_{b} a=b$.

The category of torsors Tor has objects torsors and maps homomorphisms of torsors. A homomorphisms of torsors, $f:(X, \times) \rightarrow(Y, \times)$, is a function $X \rightarrow Y$ which preserves para-multiplication.

As this is a category of algebras we know that it is a finitely complete category. This allows us to form the discrete restriction category $\operatorname{Par(Tor),~and~the~discrete~inverse~category~}$ Parlso(Tor) immediately.

If $(X, \times)$ is a non-empty torsor, then $X$ has, for each element $z$ of $X$, a group structure with multiplication given by:

$$
\__{-}: X^{2} \rightarrow X ;(x, y) \mapsto x \times_{z} y
$$

Conversely, if $(X, \cdot)$ is a group, then $X$ has a non-empty torsor structure _ $\times_{\ldots}: X^{3} \rightarrow X$ such that $(x, z, y) \mapsto x \cdot z^{-1} \cdot y[11$, Sec. 0.2]. This correspondence, however, does not imply
that the category of nonempty torsors and groups are equivalent since their homomorphisms are different. Although it does give a functor from the category of Torsors to groups.

Some authors, including their originator [37, Definition 18], require the underlying set of a torsor to be nonempty so torsors always arise as groups. A torsor is also known variously as a "heap, groud, flock, herd, principal homogeneous space, abstract coset [or] pregroup," [11, Sec. 0.2] with the non-emptiness condition appearing in some cases. However, following [11, Sec. 0.2], we will not impose this condition as we need a category closed to pullbacks, and the empty torsor can arise as a pullback of non-empty torsors. In particular, we will see how the empty torsor arises as a subobject of the pullback of non-empty finitely generated commutative torsors of characteristic 2 .

Definition 5.4.2. Define $\mathrm{CTor}_{2}$ to be the full subcategory of torsors whose objects are finitely generated commutative torsors of characteristic 2 (including the empty torsor).

There is an equivalent characterization of the objects of $\mathrm{CTor}_{2}$.

Proposition 5.4.3. Every object in $C T_{2}$ is either empty or isomorphic to $\left(\mathbb{Z}_{2}^{n}, \oplus_{-} \oplus_{-}\right)$, where _ $\oplus_{-}$is componentwise addition mod 2 . Furthermore, torsor homomorphisms between non-empty torsors are precisely the affine maps.

An affine map between vector spaces is a linear map that doesn't necessarily preserve 0 .

Proof. For the first claim, consider an object $\left(X,_{-} \times_{-}: X^{3} \rightarrow X\right)$ in $\mathrm{CTor}_{2}$, where $X$ is nonempty. As $X$ is inhabited, choose some element $z$ in $X$. Then $X$ is also an Abelian group with multiplication $+_{-}:={ }_{-} \times_{z-}: X^{2} \rightarrow X$. As the corresponding torsor is finitely generated, the group is finitely generated as well. Moreover, as the corresponding torsor has characteristic 2, all generators have order 2. Furthermore, as the torsor is commutative, the group is Abelian. As $(X,+)$ is finitely generated, any element of $X$ is the (possibly infinite) product of finitely many generators. However, as the group is Abelian, we can regroup the generators together. However, as every generator has finite order, this element is a finite
product of finitely many generators. Therefore, $(X,+)$ has finite order as a group, so the set $X$ is finite.

By the fundamental theorem of finitely generated Abelian groups, as $(X,+)$ has finite order, it is isomorphic as a group to $\mathbb{Z}_{2}^{n}$ (where the group multiplication of $\mathbb{Z}_{2}$ is given by componentwise addition). Let $f: \mathbb{Z}_{2}^{n} \rightarrow X$ be the underlying bijection induced by this isomorphism of groups. As $\mathbb{Z}_{2}^{n}$ is nonempty, it is endowed with a para-multiplication ${ }_{-} \oplus_{-} \oplus_{-}: X^{3} \rightarrow X$. This isomorphism of groups extends to an isomorphism of torsors, as, for any $x, y, w \in \mathbb{X}$ :

$$
\begin{aligned}
& f(x \oplus y \oplus w)=f(x \oplus(y \oplus w)) \\
& =f(x)+{ }_{z} f(y \oplus w) \quad f \text { is a group homomorphism } \\
& =f(x)+_{z}\left(f(y)+_{z} f(w)\right) \quad f \text { is a group homomorphism } \\
& =f(x)+_{z+_{f(y) z}} f(w) \quad \text { Para-associativity of }+ \\
& =f(x)+_{f(y)} f(w) \quad(X,+) \text { has characteristic } 2
\end{aligned}
$$

so the para-multiplication is preserved: thus $\left(X,_{-}+_{-}\right)$and $\left(\mathbb{Z}_{2}^{n},{ }_{-} \oplus_{-} \oplus_{-}\right)$are isomorphic as torsors.

For the second claim, consider morphism of non-empty torsors, $f:\left(\mathbb{Z}_{2}^{n},{ }_{-} \oplus_{-} \oplus_{-}\right) \rightarrow$ $\left(\mathbb{Z}_{2}^{m},_{-} \oplus_{-} \oplus_{-}\right)$. Then, for any $x$ and $y$ in $\mathbb{Z}_{2}^{n}$ :

$$
f(x \oplus y)=f(x \oplus 0 \oplus y)=f(x) \oplus f(y) \oplus f(0)
$$

Therefore, $f$ is an affine transformation when $\mathbb{Z}_{2}^{n}$ and $\mathbb{Z}_{2}^{m}$ are seen as vector spaces over $\mathbb{Z}_{2}$. Conversely, consider an affine transformation of vector spaces $f: \mathbb{Z}_{2}^{n} \rightarrow \mathbb{Z}_{2}^{m}$. Then $f$ can
be regarded as morphism of torsors as for any $x, y, z \in \mathbb{Z}_{2}^{n}$,

$$
\begin{aligned}
f(x \oplus y \oplus z) & =f(x \oplus(y \oplus z)) \\
& =f(x) \oplus f(y \oplus z) \oplus f(0) \\
& =f(x) \oplus f(y) \oplus f(z) \oplus f(0) \oplus f(0) \\
& =f(x) \oplus f(y) \oplus f(z)
\end{aligned}
$$

As $\mathrm{CTor}_{2}$ is a category of algebras and so is finitely complete, we may construct $\operatorname{Par}\left(\mathrm{CTor}_{2}\right)$ and Parlso $\left(\mathrm{CTor}_{2}\right)$. Let Parlso $\left(\mathrm{CTor}_{2}\right)^{*}$ denote Parlso $\left(\mathrm{CTor}_{2}\right)$ without the empty torsor.

Proposition 5.4.4. Parlso $\left(\mathrm{CTor}_{2}\right)^{*}$ is a discrete inverse category.
Proof. Parlso $\left(\mathrm{CTor}_{2}\right)^{*}$ is an inverse category by construction. Because $\operatorname{Par}\left(\mathrm{CTor}_{2}\right)^{*}$ is a discrete Cartesian restriction category with inverse products and Parlso $\left(\mathrm{CTor}_{2}\right)^{*}$ is the category of partial isomorphisms, it is a discrete inverse category.

One further property of $\mathrm{CTor}_{2}$ is worth mentioning, all its monic maps are regular monics. This means, more concretely, every subobject of a torsor is determined by some set of equations. Therefore in $\operatorname{Par}\left(\mathrm{CTor}_{2}\right)^{*}$, the restriction idempotents correspond to equations:

Lemma 5.4.5. The monics of $\mathrm{CTor}_{2}$ are regular.
Proof. Consider a monic $m: X \mapsto Y$ in $\mathrm{CTor}_{2}$.
Suppose that $X$ is empty. Then we have the following equalizer diagram, where 1 and 2 are the 1 and 2 object commutative torsors of characeristic 2 , respectively:

$$
\emptyset>\quad m \quad Y \xrightarrow{\quad!} 1 \underset{* \mapsto 1}{{ }^{* \mapsto 0}} 2
$$

Suppose, otherwise, that $X \ni x_{0}$ is inhabited. Consider the relation $\sim$ on $Y$ given by:

$$
y \sim w \Longleftrightarrow \exists x \in X: y \cdot m\left(x_{0}\right) m(x)=w
$$

First, we show that it is an equivalence relation.
By the para-identity law, we have $y \cdot m\left(x_{0}\right) m\left(x_{0}\right)=y$, so that $y \sim y$. So the relation is reflexive. Suppose $y \sim y^{\prime}$ for some $y, y^{\prime} \in Y$, so that there exists an element $x$ of $X$ such that $y \cdot m\left(x_{0}\right) m(x)=y^{\prime}$. Then:

$$
y^{\prime} \cdot m\left(x_{0}\right) m(x)=y \cdot m\left(x_{0}\right) m(x) \cdot m\left(x_{0}\right) m(x)=y \cdot m\left(x_{0}\right) m\left(x_{0}\right)=y
$$

So that $y^{\prime} \sim y$, and thus the relation is symmetric.
Furthermore, suppose that $y \sim y^{\prime}$ and $y^{\prime} \sim y^{\prime \prime}$, where $y, y^{\prime}, y^{\prime \prime} \in Y$, so that there exists $x, x^{\prime} \in X$ such that $y \cdot m\left(x_{0}\right) m(x)=y^{\prime}$ and $y^{\prime} \cdot m\left(x_{0}\right) m\left(x^{\prime}\right)=y^{\prime \prime}$.

Then

$$
y^{\prime \prime}=y^{\prime} \cdot m\left(x_{0}\right) m\left(x^{\prime}\right)=y \cdot m\left(x_{0}\right) m(x) \cdot m\left(x_{0}\right) m\left(x^{\prime}\right)
$$

Since $m(x) \cdot m\left(x_{0}\right) m\left(x^{\prime}\right)$ is an element of $m(X)$ the relation is also transitive.
We now show that this relation is a congruence with respect to the para-multiplication. Take some $y, y^{\prime}, z, w \in Y$. Suppose $y \sim y^{\prime}$, so that there exists an element $x$ of $X$ such that $y \cdot m\left(x_{0}\right) m(x)=y^{\prime}$.

Then:

$$
\begin{aligned}
y^{\prime} \cdot{ }_{z} w & =y \cdot{ }_{m\left(x_{0}\right)} x \cdot{ }_{z} w & \text { As } y \cdot m\left(x_{0}\right) m(x)=y^{\prime} \\
& =w \cdot z y \cdot{ }_{m\left(x_{0}\right)} m(x) & \text { Commutativity } \\
& =y \cdot{ }_{z} w^{\prime} \cdot{ }_{m\left(x_{0}\right)} m(x) & \text { Commutativity }
\end{aligned}
$$

So $y^{\prime} \cdot{ }_{z} w \sim y \cdot{ }_{z} w$.
By symmetry, we also have $w \cdot{ }_{z} y^{\prime} \sim w \cdot{ }_{z} y$.

Moreover

$$
\begin{aligned}
z \cdot y_{y^{\prime}} w & =z \cdot{ }_{y \cdot m\left(x_{0}\right)} m(x) \\
& =z \cdot{ }_{m(x)} m\left(x_{0}\right) \cdot{ }_{y} w \\
& =w \cdot{ }_{y} z \cdot{ }_{m(x)} m\left(x_{0}\right) \\
& =w \cdot{ }_{y} z \cdot{ }_{m(x)} m\left(x_{0}\right) \cdot{ }_{m\left(x_{0}\right)} m\left(x_{0}\right) \\
& =w \cdot{ }_{y} m\left(x_{0}\right) \cdot{ }_{m(x)} z \cdot m\left(x_{0}\right) \\
& =w\left(x_{0}\right) \\
& \left.=w \cdot{ }_{y} m\left(x_{0}\right) \cdot{ }_{m(x)} m(x) \cdot x_{0}\right) \cdot m\left(x_{0}\right) z \\
& =w \cdot{ }_{y} z \cdot{ }_{m\left(x_{0}\right)} m(x)
\end{aligned}
$$

As $y \cdot m\left(x_{0}\right) m(x)=y^{\prime}$
Para-associativity
Commutativity
Para-identity
Commutativity
Commutativity
Characteristic 2
Commutativity

So $z \cdot{ }_{y^{\prime}} w \sim w \cdot{ }_{y} z$.
Define the Torsor $X / Y$ to be the subtorsor of $X$ modulo the congruence $\sim$. We show that the following diagram is an equalizer:


If $x \in X$, then

$$
m(x)=m(x) \cdot m\left(x_{0}\right) m\left(x_{0}\right)=m\left(x_{0}\right) \cdot m\left(x_{0}\right) m(x)
$$

Therefore, as $x_{0} \in X, m(x) \sim m\left(x_{0}\right)$.
On the other hand, consider some $y \notin X$. Suppose for the sake of contradiction that
$y \sim m\left(x_{0}\right)$. Then there exists some $x \in X$ so that $y \cdot m\left(x_{0}\right) m(x)=m\left(x_{0}\right)$. Therefore,

$$
\begin{array}{rlrl}
m(x) & =m(x) \cdot m\left(x_{0}\right) m\left(x_{0}\right) & \text { Para-identity } \\
& =m(x) \cdot{ }_{y \cdot m\left(x_{0}\right)} m(x) m\left(x_{0}\right) & \text { As } y \cdot m\left(x_{0}\right) \\
& =m(x)=m\left(x_{0}\right) \\
& =m\left(x_{0}\right) \cdot{ }_{y} m\left(x_{0}\right) & \text { Para-associativity } \\
& =y & \text { Characteristic } 2 \\
& & \text { Para-identity }
\end{array}
$$

This is a contradiction.

### 5.5 The equivalence between CNOT and Parlso $\left(\mathrm{CTor}_{2}\right)^{*}$

The objective of this section is to prove that CNOT and Parlso $\left(\mathrm{CTor}_{2}\right)^{*}$ are (structurepreserving) equivalent. The proof involves several steps:
(1) Defining a discrete inverse functor $\widetilde{H}_{0}: \mathrm{CNOT} \rightarrow$ Parlso $\left(\mathrm{CTor}_{2}\right)^{*}$.
(2) Showing that $\widetilde{H}_{0}$ is full and faithful on restriction idempotents.
(3) Showing that $\widetilde{H}_{0}$ is essentially surjective.
(4) Showing that $\widetilde{H}_{0}$ is full and faithful.

A key technical step is to reduce the fullness and faithfulness of $\widetilde{H}_{0}$ to its fullness and faithfulness on restriction idempotents (step (2) above). This latter result is based on the normal form for restriction idempotents in CNOT, which is developed in Section 5.5.4.

### 5.5.1 Defining the functor $\widetilde{H}_{0}: \mathrm{CNOT} \rightarrow$ Parlso $\left(\mathrm{CTor}_{2}\right)^{*}$

To construct a functor $\widetilde{H}_{0}:$ CNOT $\rightarrow$ Parlso $\left(\mathrm{CTor}_{2}\right)^{*}$ we consider the following pullback, where $U: \mathrm{CTor}_{2} \rightarrow$ Set is the forgetful functor:


To prove that CNOT is equivalent to Parlso $\left(\mathrm{CTor}_{2}\right)^{*}$, the category of partial isomorphisms of finitely generated non-empty commutative torsors of characteristic 2 , we start by considering a functor $h_{0}:$ CNOT $\rightarrow$ Par. On the one hand, we lift it to a functor $H_{0}: \mathrm{CNOT} \rightarrow \operatorname{Par}\left(\mathrm{CTor}_{2}\right)^{*}$; and on the other hand, we lift it to a functor $\widetilde{h}_{0}:$ CNOT $\rightarrow$ Pinj. Then by the pullback of the diagram $\operatorname{Par}\left(\mathrm{CTor}_{2}\right)^{*} \xrightarrow{\operatorname{Par}(U)} \operatorname{Par} \hookleftarrow \operatorname{Pinj}$ we are given a unique functor $\widetilde{H}_{0}:$ CNOT $\rightarrow$ Parlso $\left(\mathrm{CTor}_{2}\right)^{*}:$


Recall the representable restriction functor $h_{X}: \mathbb{X} \rightarrow$ Par from Section 4.2. Fixing $\mathbb{X}=$ CNOT and $X=0$, we obtain a functor $h_{0}:=\operatorname{Total}(C N O T)\left(0,,^{\prime}\right):$ CNOT $\rightarrow$ Par. As CNOT is an inverse category, it follows by Lemma 4.2 .2 that every map in $h_{0}$ (CNOT) is a partial isomorphism. Therefore $h_{0}:$ CNOT $\rightarrow$ Par factors through Pinj as $\widetilde{h}_{0}:$ CNOT $\rightarrow$ Pinj.

Now that we have the candidate functor $\widetilde{h}_{0}:$ CNOT $\rightarrow$ Pinj for the pullback, we must also show that we can factor $h_{0}$ through $\operatorname{Par}(U): \operatorname{Par}\left(\mathrm{CTor}_{2}\right)^{*} \rightarrow \mathrm{Par}$. To do so, we exhibit internal torsor structures in CNOT and show that $h_{0}$ preserves this structure: thus showing it can be factored through $\operatorname{Par}\left(\mathrm{CTor}_{2}\right)^{*}$. This will allow us to construct the functor $H_{0}$ : $\mathrm{CNOT} \rightarrow \operatorname{Par}\left(\mathrm{CTor}_{2}\right)^{*}$ and whence $\widetilde{H}_{0}: \mathrm{CNOT} \rightarrow \mathrm{Parlso}\left(\mathrm{CTor}_{2}\right)^{*}$, by pullback.

Proving that $\widetilde{H}_{0}$ is a functor from CNOT to $\operatorname{Par}\left(\mathrm{CTor}_{2}\right)^{*}$ is not a trivial task.

### 5.5.2 The points of CNOT

Because $\widetilde{h}_{0}$ evaluates maps in CNOT on points; their classification is needed. To express total maps in $\operatorname{CNOT}(0, n)$ for any $n \in \mathbb{N}$, we define the following family of functions:

Definition 5.5.1. Define a family of functions $\left.\left.\right|_{-}\right\rangle: \mathbb{Z}_{2}^{n} \rightarrow$ Total(CNOT) $(0, n)$ indexed by $n$ for all $n \in \mathbb{N}$ as follows.

Take $\left\rangle:=1_{0}\right.$. For any $b \in \mathbb{Z}_{2}^{1}$ define:

$$
|b\rangle:= \begin{cases}|1\rangle & \text { if } n=1 \\ |0\rangle & \text { otherwise }\end{cases}
$$

Moreover, for all $n \in \mathbb{N}$ such that $n>1$, define:

$$
\left|b_{1}, \cdots, b_{n}\right\rangle:=\left|b_{1}\right\rangle \otimes \cdots \otimes\left|b_{n}\right\rangle
$$

Lemma 5.5.2. Consider a circuit $f: n \rightarrow m$ with no output ancillary bits. Then, for any $x \in \mathbb{Z}_{2}^{n}$, there is some $y \in \mathbb{Z}_{2}^{m}$ such that $f_{\circ}|x\rangle=|y\rangle$

Proof. It will suffice to prove our claim on a single controlled-not gate, then by induction, the more general claim follows immediately.
$\operatorname{cnot}|0,0\rangle=|0,0\rangle:$

$$
\begin{equation*}
\stackrel{\triangleright}{\triangleright \emptyset}=\stackrel{\triangleright}{\square} \tag{CNOT.7}
\end{equation*}
$$

$\operatorname{cnot}|0,1\rangle=|0,1\rangle:$

$$
\sigma=
$$

[CNOT. 7 ]
$\operatorname{cnot}|=| 1,0\rangle=|1,1\rangle:$


$$
=: \dot{\theta}^{\Phi}
$$

[CNOT.8]
$=\sigma^{6}$
$=\phi \quad \phi$
$=\phi$
$=$
$=:$
[CNOT.4]
[CNOT.7]
[CNOT.4]
[CNOT.2]
[CNOT.6]
$\operatorname{cnot}|=1,1\rangle=|1,0\rangle:$

[CNOT.4]

Using this, we observe that the points of CNOT satisfy:

Lemma 5.5.3. For every $f \in \operatorname{CNOT}(0, n), f$ is either total or $\emptyset$.
Proof. Consider any circuit $f: 0 \rightarrow n$ for any $n \in \mathbb{N}$. We prove that $f$ is either total or $\emptyset$ by structural induction.

- For the base case, remark that permutations are total.
- For the inductive case, suppose that $f$ is either total or zero. Consider a $g: n \rightarrow m$ with one component. If $f$ is zero, then $f g$ is zero as well by Lemma 5.2.4. Otherwise, suppose that $f$ is total. There are three cases:
- If $|1\rangle \in g$, then $\overline{f g}=\overline{f \otimes g}=\bar{f} \otimes \bar{g}=1 \otimes 1=1$.
- If $\langle 1| \in g$, then the gate to the left of $\langle 1|$ is either $|1\rangle$ or $|0\rangle$. If it is $|1\rangle$, then as $\langle 1 \mid \rho 1\rangle=1$, it is total. Otherwise, if it is $\langle 1|$, then $\langle 1| \rho|1\rangle=\emptyset$, so $f g$ is zero by Lemma 5.2.4.
- If cnot $\in g$, then $f g$ is total by Lemma 5.5.2.

This allows us to show:

Lemma 5.5.4. $\widetilde{h}_{0}:$ CNOT $\rightarrow$ Pinj is a strong symmetric monoidal functor.

Proof. By Lemma 5.5.3, both

$$
\widetilde{h}_{0}(n \otimes m)=\operatorname{Total}(\mathrm{CNOT})(0, n m)
$$

and

$$
\widetilde{h}_{0}(n) \times \widetilde{h}_{0}(m)=\operatorname{Total}(\mathrm{CNOT})(0, m) \times \operatorname{Total}(\mathrm{CNOT})(0, m)
$$

have $2^{n m}$ elements, so they are isomorphic in Pinj.
Lemma 5.5.3 also implies that $\widetilde{h}_{0}(0)=\left\{1_{0}\right\}$, so that $\widetilde{h}_{0}(0)$ is isomorphic to the tensor unit in Pinj.

Therefore, by Lemma 4.2.4:

Lemma 5.5.5. $\widetilde{h}_{0}:$ CNOT $\rightarrow \operatorname{Pinj}$ is a discrete inverse functor.

### 5.5.3 Internal torsor structures in CNOT

To prove that $h_{0}$ takes maps in CNOT to well-defined maps in $\operatorname{Par}\left(\mathrm{CTor}_{2}\right)^{*}$, we construct a torsor-like operation in CNOT which gives the internal torsor structure which was mentioned previously. This will act as the para-multiplication when we project onto the last $1 / 3$ wires.

Definition 5.5.6. Define a family of maps $+_{n}: 3 n \rightarrow 3 n$ in CNOT inductively such that on no wires $+_{0}:=1_{0}$, and on one wire:

$$
\overline{Z+1}:=\overline{\vec{\sigma} \sigma}
$$

Furthermore, for any $n$ :


Now we show that $\operatorname{Total}(\mathrm{CNOT})(0, \ldots)$ really does produces maps which preserve torsor structure.

Lemma 5.5.7. For any map $f: n \rightarrow m$ in CNOT, $f^{\otimes 3}+_{m}=+_{n} f^{\otimes 3}$.
Proof. For any map $f: n \rightarrow m$ in CNOT, we prove $f^{\otimes 3}+{ }_{m}=+_{n} f^{\otimes 3}$ by induction on the size of $f$.

- For the base case, $f$ is a permutation, so it is immediate that $f^{\otimes 3}+{ }_{m}=+_{n} f^{\otimes 3}$.
- Suppose that $f^{\otimes 3}+=+f^{\otimes 3}$.

We proceed by structural induction:

For $|1\rangle$ : By Lemma 5.5.2, $f^{\otimes 3}+=g^{\otimes 3}+h^{\otimes 3}=+(g h)^{\otimes 3}=+f^{\otimes 3}$.
For $\langle 1|$ : Dually to the previous case, $f^{\otimes 3}+=g^{\otimes 3}+h^{\otimes 3}=+(g h)^{\otimes 3}=+f^{\otimes 3}$.
For cnot:



Therefore, $f^{\otimes 3}+=g^{\otimes 3}+h^{\otimes 3}=+(g h)^{\otimes 3}=+f^{\otimes 3}$.

We also show that $h_{0}$ produces well defined maps in $\operatorname{Par}\left(\mathrm{CTor}_{2}\right)$.

Lemma 5.5.8. Consider any $n, m \in \mathbb{N}$ and map $f \in \operatorname{CNOT}(n, m)$. For any $x, y, z \in$ $\operatorname{CNOT}(0, n)$ such that $\overline{x f}=\overline{y f}=\overline{z f}=1_{0}$, it follows that $\overline{(x \otimes y \otimes z)+{ }_{n} f^{\otimes 3}}=1_{0}$.

Proof. Consider an arbitrary map $f \in \operatorname{CNOT}(n, m)$ and any $x, y, z \in \operatorname{CNOT}(0, n)$ such that $\overline{x f}=\overline{y f}=\overline{z f}=1_{0}$. By Lemma 5.5.7:

$$
\begin{aligned}
\overline{(x \otimes y \otimes z)+_{n} f^{\otimes 3}} & =\overline{(x \otimes y \otimes z) f^{\otimes 3}+_{m}}=\overline{(x f \otimes y f \otimes z f)+_{m}} \\
& =\overline{(x f \otimes y f \otimes z f) \overline{+_{m}}}=\overline{(x f \otimes y f \otimes z f) 1_{3 m}} \\
& =\overline{x f \otimes y f \otimes z f}=\overline{x f} \otimes \overline{y f} \otimes \overline{z f}=1_{0} \otimes 1_{0} \otimes 1_{0}=1_{0}
\end{aligned}
$$

We now prove that $H_{0}:$ CNOT $\rightarrow \operatorname{Par}\left(\operatorname{Tor}_{2}\right)^{*}$ is a functor.

Lemma 5.5.9. $h_{0}$ can be factored as $H_{0} \operatorname{Par}(U)$ and $h_{0}$ preserves torsor structure. Thus, CNOT has internal torsor structure which is preserved by $h_{0}$.

Proof. First, we prove for every $f: n \rightarrow m$ in CNOT, $h_{0}(f)$ can be regarded as a map in $\operatorname{Par}\left(\mathrm{CTor}_{2}\right)^{*}$. Consider an arbitrary map $f: n \rightarrow m$ in CNOT. If $f$ is a zero map, then $h_{0}(f)$ vacuously preserves torsor structure. Suppose otherwise that there exists some $x, y, z \in \mathbb{Z}_{2}^{n}$ and $x^{\prime}, y^{\prime}, z^{\prime} \in \mathbb{Z}_{2}^{m}$ such that $\left|x^{\prime}\right\rangle=f_{\circ}|x\rangle,\left|y^{\prime}\right\rangle=f_{\circ}|y\rangle$ and $\left|z^{\prime}\right\rangle=f_{0}|z\rangle$. Projecting the first 2 out of 3 wires with the Cartesian restriction structure, by Lemma 5.5.8, $h_{0}(f)(x \oplus y \oplus z)$ is defined. Moreover, by Lemma 5.5.7, $h_{0}(f)(x \oplus y \oplus z)=h_{0}(f)(x) \oplus h_{0}(f)(y) \oplus h_{0}(f)(z)$, so $h_{0}(f)$ preserves the para-multiplication.

Corollary 5.5.10. The functor $h_{0}$ can be lifted to a functor $\widetilde{H}_{0}:$ CNOT $\rightarrow$ Parlso $\left(\mathrm{CTor}_{2}\right)^{*}$.

Proof. As $h_{0}$ can be factored through Pinj by Lemma 4.2.2 and Par $\left(\mathrm{CTor}_{2}\right)^{*}$ by Lemma 5.5.9, it is also a functor to $\widetilde{H}_{0}: \mathrm{CNOT} \rightarrow \mathrm{Parlso}\left(\mathrm{CTor}_{2}\right)^{*}$ by pullback.

### 5.5.4 Normal form for the idempotents of CNOT

As we will reduce the fullness and faithfulness of $\widetilde{H}_{0}$ to its fullness and faithfulness on restriction idempotents, this section is dedicated to describing a normal form for restriction idempotents in CNOT. Such a normal form helps establish the fullness and faithfulness of $\widetilde{H}_{0}$ on restriction idempotents.

Recall that restriction idempotents of $\operatorname{Par}(\mathrm{CTor})^{*}$ are determined by finite sets of torsor equations. The restriction idempotents of CNOT also have a normal form, as a conjunction of clauses: we call this the clausal form for restriction idempotents in CNOT. As torsor equations can be translated into clauses it follows that $\widetilde{H}_{0}$ is full on restriction idempotents. Furthermore, we also show that we perform Gaussian elimination on these clauses for the faithfulness on idempotents.

Definition 5.5.11. For any $n \in \mathbb{N}$, and $1 \leq i \leq n$, define the map $\operatorname{swap}_{(i, n)}: n \rightarrow n$ on $m$ wires inductively as follows:

$$
\operatorname{swap}_{(i, n)}:= \begin{cases}1_{n} & \text { If } i=0 \\ \left(1_{i-1} \otimes c \otimes 1_{n-(i+1)}\right) \operatorname{swap}_{(i+1, n)} & \text { Otherwise }\end{cases}
$$

That is, it pulls the $i$ th wire from the top to the bottom.
For example, consider the circuit $\operatorname{swap}_{(2,5)}$ :


Definition 5.5.12. Given any $n \in \mathbb{N}$ and $1 \leq i \leq n$, define the literal $l_{i, n}: n \rightarrow n$ :

$$
l_{i, n}:= \begin{cases}\left(\operatorname{swap}_{(i, n-1)} \otimes 1_{1}\right)\left(1_{n-2} \otimes \operatorname{cnot}\right)\left(\operatorname{swap}_{(i, n-1)} \otimes 1_{1}\right)^{\circ} & \text { If } i<n \\ 1_{n-1} \otimes \operatorname{not} & \text { Otherwise }\end{cases}
$$

For example, consider the literal $l_{2,6}: 6 \rightarrow 6$ :


Definition 5.5.13. A clause $e: n \rightarrow n$ is a map in CNOT which is the composition of literals in the following form:

$$
e=\left(1_{n} \otimes\langle 0|\right) d_{i_{1}, n} l_{i_{2}, n} \cdots l_{i_{m}, n} \circ\left(1_{n} \otimes|0\rangle\right)
$$

In a clause, the wire which begins with an input ancillary bit and ends with an output ancillary bit, on which literals act is called the clause wire. The following are examples of clauses in which the bottom wire is the clause wire:


Note that the parity of the output bit can be flipped as a consequence of having a clause containing a literal on the diagonal, ie one of the form $l_{n, n}$.

Definition 5.5.14. A map in CNOT is said to be in clausal form if it is a sequence of clauses.

We wish now to show that every restriction idempotent in CNOT can be written in clausal form:

Lemma 5.5.15. Clauses are idempotent.

Proof. To show idempotence of a clause, we describe how to duplicate it. First, using the naturality of $\Delta$, split the input ancilla bit on the clause wire $|0\rangle=\nabla \circ(|0\rangle \otimes|0\rangle)$. Then by repeatedly using Lemma B.0.2 (iii), copy all of the literals onto both of the new clause wires. Then use the naturality of $\nabla$ on the output ancillary bit $\langle b| \circ \nabla:=\langle 0| \otimes\langle 0|$ to split both clauses apart.
(i) Every restriction idempotent is equivalent to a circuit in clausal form.
(ii) Every circuit in clausal form is a restriction idempotent.

## Proof.

(i) Given a restriction idempotent $e: n \rightarrow n$ for some $n \in \mathbb{N}$, we prove $e$ is in clausal form by structural induction.

- $1_{n}$ is in clausal form as $1_{n}=1_{n} \otimes 1_{0}=1_{n} \otimes\langle 1| \rho|1\rangle$.
- Suppose that $f f^{\circ}: n \rightarrow n$ is in clausal form.
- We add components to the left of $f$ :

For $|1\rangle$ : Push the $|1\rangle$ past the clauses until it cancels with $\langle 1|$. For every literal which is on the same wire $i$; the literal will be replaced with the literal $l_{n, n}$ (the not gate). Therefore, the clauses which the $|1\rangle$ gate passes by remain clauses.

For $\langle 1|$ : If the $\langle 1|$ is on wire $j$, a clause with precisely the literals $l_{n, n}$ and $l_{j, n}$ is added:


$$
=\frac{{\stackrel{n-1}{n} \sqrt[f f]{n^{n-1}}}_{\square}^{\square}}{\square}
$$

[CNOT.2], [CNOT.8]

For cnot: Push the cnot gate past all the literals with [CNOT.8], until by [CNOT.1], cnot annihilates with cnot $^{-1}=$ cnot.

Note, that given any clause, for every literal controlled from the target of cnot a literal controlled on the control bit of cnot will be added to said clause. Therefore, as the cnot gates are being pushed inwards, the clauses which they are pushed past remain clauses.
(ii) Given a circuit $t=d_{1} d_{2} \cdots d_{m}$ in clausal form where $d_{1}, \cdots, d_{m}$ are clauses,

$$
t t=d_{1} \cdots d_{m} d_{1} \cdots d_{m}=d_{1}^{2} d_{2}^{2} \cdots d_{m}^{2}=d_{1} d_{2} \cdots d_{m}
$$

as clauses commute by [CNOT.5](%5B) and are idempotent by Lemma 5.5.15. Therefore, as CNOT is an inverse category $t$ is a restriction idempotent.

Theorem 5.5.17. $\widetilde{H}_{0}:$ CNOT $\rightarrow$ Parlso $\left(\mathrm{CTor}_{2}\right)^{*}$ is full and faithful on restriction idempotents.

Proof. A restriction in $\operatorname{Par}\left(\mathrm{Tor}_{2}\right)$ is given by a span in which both legs are equal and, thus, monic. Thus, restrictions correspond precisely to subobjects in Tor $_{2}$. However, these are determined by sets of torsor equations of the form:

$$
\left\{\sum_{j} b_{i, j}=a_{i}\right\}_{i}
$$

Each equation, $\sum_{j} b_{i, j}=a_{i}$, corresponds in turn to a clause which picks out the wires $b_{i, j}$ and has output ancillary bit $\left\langle a_{i}\right|$. This immediately means that $\widetilde{H}_{0}$ is full on restriction idempotents.

Remark that an arbitrary restriction idempotent expressed as a circuit in clausal form, under $\widetilde{H}_{0}$, corresponds to a set of equations. We must show that two restriction idempotents in CNOT, whose corresponding sets of equations are equivalent in $\mathrm{CTor}_{2}$, must be equal in CNOT. This amounts to showing that we can perform Gaussian elimination on clauses in CNOT, as two sets of equations are equivalent in $\mathrm{CTor}_{2}$ if and only if they can be shown so by Gaussian elimination steps.

Given two clauses $c$ and $c^{\prime}$ we show that we can perform the Gaussian elimination step

$$
\left\{c, c^{\prime}\right\} \mapsto\left\{c, c+c^{\prime}\right\}
$$

and maintain equality.
We first join the input ancillary bits of both clause wires into $|0\rangle \otimes|0\rangle:=\Delta_{\mid}|0\rangle$ using naturality of $\Delta$.

By [CNOT.2], we copy two copies of each literal in $c$ to the right of the input ancilla. By Lemma B. 0.2 (iii) push one copy of each new literal through $\Delta$. On one wire all of the literals will annihilate, and on the other only the common literals between $c$ and $c^{\prime}$ will annihilate. Use Lemma B.0.2 (i) and B.0.2 (ii) to split the literals to the left and right of $\Delta$. This may have shifted the input ancilla of the second clause to be $|1\rangle$. In this case, use [CNOT.2] to push a not gate from the left to right of the clause wire and negate the output ancillary bit of the second clause. The result is two clauses corresponding to the Gaussian elimination step. Therefore, we can perform Gaussian elimination on clauses in CNOT.

For example, suppose we are given a circuit determined by the equations:

$$
\left[\begin{array}{lll}
1 & 0 & 1 \\
1 & 1 & 0
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]=\left[\begin{array}{l}
1 \\
0
\end{array}\right]
$$

We can perform Gaussian elimination as follows

$=\overline{\overline{00 \Delta}}$

$$
=\frac{\bar{a}}{\square \cdot d}
$$

Naturality of $\Delta$
[CNOT.2]

Lemma B.0.2 (iii)
[CNOT.2]
B. 0.2 (ii)

Which represents the reduced system of linear equations:

$$
\left[\begin{array}{lll}
1 & 0 & 1 \\
0 & 1 & 1
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]=\left[\begin{array}{l}
1 \\
1
\end{array}\right]
$$

Hence, if the image of two circuits are equal under the functor $\widetilde{H}_{0}$, then they are the same.

### 5.5.5 $\quad \widetilde{H}_{0}:$ CNOT $\rightarrow$ Parlso $\left(\mathrm{CTor}_{2}\right)^{*}$ is a discrete inverse equivalence

We already know that $\widetilde{H}_{0}:$ CNOT $\rightarrow$ Parlso $\left(\mathrm{CTor}_{2}\right)^{*}$ is discrete inverse functor. It remains to show that this functor is essentially surjective, full and faithful.

In order to prove that $\widetilde{H}_{0}$ is essentially surjective, we invoke the alternative characterization of $\mathrm{CTor}_{2}$ given by Proposition 5.4.3.

Proposition 5.5.18. $\widetilde{H}_{0}$ is essentially surjective.

Proof. Consider any torsor $(X, \times)$ in Parlso $\left(\mathrm{CTor}_{2}\right)^{*}$. There is some $n \in \mathbb{N}$ such that $(X, \times) \cong$ $\left(\mathbb{Z}_{2}^{n},{ }_{-} \oplus_{-} \oplus_{-}\right)$by Proposition 5.4.3. However, by Lemma 5.5.3, Total $(C N O T)(0, n) \cong \mathbb{Z}_{2}^{n}$.

We can simulate total maps in $\mathrm{CTor}_{2}$ :
Lemma 5.5.19. If $f \in \mathrm{CTor}_{2}\left(\mathbb{Z}_{2}^{n}, \mathbb{Z}_{2}^{m}\right)$, then there is a map $g \in \operatorname{CNOT}(n, m)$ with $\widetilde{H}_{0}(g)=$ $\langle 1, f\rangle$.

Proof. Consider $f \in \operatorname{CTor}_{2}\left(\mathbb{Z}_{2}^{n}, \mathbb{Z}_{2}^{m}\right)$. Recall that $f$ may be regarded as a linear map $t: \mathbb{Z}_{2}^{n} \rightarrow$ $\mathbb{Z}_{2}^{m}$ with a shift $b: m \rightarrow m$. Consider the standard bases $\left\{e_{i}\right\}$ and $\left\{m_{j}\right\}$ of $\mathbb{Z}_{2}^{n}$ and $\mathbb{Z}_{2}^{m}$, respectively. As $t$ is a linear map, for any $1 \leq i \leq n$ there are unique coefficients $a_{i, j} \in \mathbb{Z}_{2}$ for all $1 \leq j \leq n$ such that:

$$
f\left(e_{i}\right)=\sum_{j=1}^{m} a_{i, j} m_{j}
$$

However, as $\mathbb{Z}_{2}^{n}$ is a vector space over $\mathbb{Z}_{2}$, the coefficients $a_{i, j}$ are either 0 or 1 so they determine for each $i$ a subset of the $m_{i}$.

Consider the circuit

$$
g:=g_{1} \circ g_{2} \circ\left(1_{n} \otimes|0, \cdots, 0\rangle\right)
$$

Where $g_{1}$ is the composite of literals $l_{i, n+j} \otimes 1_{m-j}$ for which $a_{i, j}=1$. And $g_{2}$ is the composite of literals $l_{n+j} \otimes 1_{m-j}$ for which $b_{j}=1$.

Given any $\left(c_{1}, \cdots, c_{n}\right) \in \mathbb{Z}_{2}^{n}$, by Lemma 5.5.2:

$$
g \circ\left|c_{1}, \cdots, c_{n}\right\rangle=\left|c_{1}, \cdots, c_{n}\right\rangle \otimes \bigotimes_{j=1}^{m}\left|b_{j}+\sum_{i=1}^{n} a_{i, j} c_{i}\right\rangle
$$

Therefore, $\widetilde{H}_{0}(g)\left(c_{1}, \cdots, c_{n}\right)=f\left(c_{1}, \cdots, c_{n}\right)$ and thus $\widetilde{H}_{0}(g)=f$.
For example, consider the map $f \in \mathrm{Cor}_{2}\left(\mathbb{Z}_{2}^{3}, \mathbb{Z}_{2}^{2}\right)$ given by the affine transformation with a linear component $T$ and shift $S$ such that:

$$
T=\left[\begin{array}{lll}
1 & 0 & 1 \\
1 & 0 & 0
\end{array}\right] \quad \text { and } \quad S=\left[\begin{array}{l}
0 \\
1
\end{array}\right]
$$

Then the corresponding circuit $g$ such that $\widetilde{H}_{0}(g)=\langle 1, f\rangle$ is:


We have almost proven fullness; however, we must combine the fullness results for total maps and restriction idempotents:

Proposition 5.5.20. $\widetilde{H}_{0}: \mathrm{CNOT} \rightarrow$ Parlso $\left(\mathrm{CTor}_{2}\right)^{*}$ is full.
Proof. Suppose $A<\stackrel{f}{\leftarrow} A^{\prime} \xrightarrow{g} B$ is a partial isomorphism in $\operatorname{Par}\left(\mathrm{CTor}_{2}\right)^{*}$. Thus $f$ and $g$ are monics. If $A^{\prime}$ is empty we can simulate the map as $\widetilde{H}_{0}\left(\emptyset_{n, m}\right)$ for some $n, m \in \mathbb{N}$. On the other hand, if $A^{\prime}$ is non-empty then there is a total map $r$ with $f r=1_{A^{\prime}}$ as the object $A^{\prime}$ is injective (as it is injective as a $\mathbb{Z}_{2}$-vector space). This means the total map $A=A \xrightarrow{r g} B$ extends $(f, g)$ (so $\left.(f, g) \leq\left(1_{A}, r g\right)\right)$ as


But by Lemma 5.5 .19 there is a map $k \in$ CNOT with $\widetilde{H}_{0}(k)=\langle 1, r g\rangle$. By the fullness of $\widetilde{H}_{0}$ on restriction idempotents there is an $e$ with $\widetilde{H}_{0}(e)=(f, f)$ but then

$$
\widetilde{H}_{0}(e k)=\widetilde{H}_{0}(e) \widetilde{H}_{0}(k)=(f, f)\left\langle 1_{a}, r g\right\rangle=\langle\overline{(f, g)},(f, g)\rangle .
$$

Similarly we can implement $\langle\overline{(g, f)},(g, f)\rangle$ and therefore by Lemma 4.2.7 we can implement $(f, g)$.

Note that since $\widetilde{h}_{0}$ is a strong $\dagger$-monoidal functor, by Lemma 4.2.4 it is also a discrete inverse functor. Therefore, by Lemma 4.2.6, it suffices to show that $\widetilde{H}_{0}$ is faithful on restriction idempotents to prove that it is faithful. However, we already have proven that $\widetilde{H}_{0}$ is faithful on idempotents in Theorem 5.5.17 so we have:

Proposition 5.5.21. $\widetilde{H}_{0}: \mathrm{CNOT} \rightarrow$ Parlso $\left(\mathrm{CTor}_{2}\right)^{*}$ is faithful.

This implies:
Theorem 5.5.22. The identities of CNOT are complete.
Proof. Because $\widetilde{H}_{0}: \mathrm{CNOT} \rightarrow$ Parlso $\left(\mathrm{CTor}_{2}\right)^{*}$ and the forgetful functor Parlso $(U):$ Parlso $\left(\mathrm{CTor}_{2}\right)^{*} \rightarrow$ FPinj are strong $\dagger$-symmetric monoidal and faithful, so is their composite $\widetilde{H}_{0} \operatorname{Parlso}(U)$ : CNOT $\rightarrow$ FPinj. Post-composing $\widetilde{H}_{0} \operatorname{Parlso}(U):$ CNOT $\rightarrow$ FPinj with the strong $\dagger$-symmetric monoidal, faithful functor $\ell^{2}:$ FPinj $\rightarrow$ FHilb, we obtain a strong $\dagger$-symmetric monoidal, faithful functor $\widetilde{H}_{0} \ell^{2}:$ CNOT $\rightarrow$ Hilb.

Recall the canonical interpretation $\llbracket-\rrbracket$ СNOт $:$ CNOT $\rightarrow$ Mat $_{\mathbb{C}}$ is a strict $\dagger$-symmetric monoidal, $\dagger$-reflecting functor.

Consider, moreover, the faithful strong $\dagger$-symmetric monoidal equivalence $F:$ Mat $_{\mathbb{C}} \rightarrow$ FHilb taking objects $n$ to the Hilbert space $\widetilde{H}_{0} \ell^{2}(n)$.

Remark that the following diagram of strong $\dagger$-symmetric monoidal functors commutes:


Therefore, $\llbracket \rrbracket \rrbracket_{\text {cNot }}$ is faithful, so the identities are complete (as well as sound).

Because $\widetilde{H}_{0}:$ TOF $\rightarrow$ Parlso $\left(\mathrm{CTor}_{2}\right)^{*}$ is a discrete inverse functor, which is full, faithful and essentially surjective:

Theorem 5.5.23. There is an equivalence of categories preserving discrete inverse category structure, between CNOT and Parlso(CTor)*.

## Chapter 6

## CNOT and $\mathrm{ZX}_{\pi}$

In this chapter, we relate the category CNOT to a category which is complete for real stabilizers, namely the angle-free fragment of the ZX-calculus: $\mathrm{ZX}_{\pi}$.

## $6.1 \mathrm{ZX}_{\pi}$

The ZX-calculus is a collection of calculi describing the interaction of the complementary Frobenius algebras corresponding to the Pauli $Z$ and $X$ observables and their phases. The first iteration of the ZX-calculus was described in [17].

However, we are interested in a simple fragment of the ZX-calculus, namely the angle-free calculus for real stabilizer circuits, $\mathrm{ZX}_{\pi}$, described in [22] (slightly modified to account for scalars):

Definition 6.1.1. Let $\mathrm{ZX}_{\pi}$ denote the $\dagger$-compact closed PROP with generators:

such that

$$
\left(>0-1, \mathrm{O}^{-},-\infty,-\bigcirc\right)
$$

is a classical structure, corresponding to the $Z$ basis, and the following identities also hold
up to swapping colours:


Figure 6.1: The identities of $\mathrm{ZX}_{\pi}$ (where $\alpha \in\{0, \pi\}$ )
The last 3 Axioms are actually definitions, which simplify the presentation of $\mathbf{Z X} X_{\pi}$. Note that the axioms of a classical structure are omitted from this box to save space.

These axioms imply that the black and white Frobenius algebras are complementary where the antipode is the identity.

This category has a canonical $\dagger$-functor, as all of the stated axioms are horizontally
symmetric. It is also $\dagger$-compact closed.
This category embeds FHilb; the black Frobenius algebra corresponds to the Pauli $Z$ basis; the white Frobenius algebra corresponds to the Pauli $X$ basis; the gate - corresponds to the Hadamard gate and $\pi-\pi$ and $\pi-\pi$ correspond to $Z$ and $X \pi$-phase-shifts respectively. In particular, the $X \pi$-phase-shift is the not gate (see Appendix A for the aforementioned matrices).

Because the $\pi$-phases are given by [S3], by the commutative spider theorem, it is immediate that they are phase shifts:
[PH]


In bra-ket notation, a black spider from $n$ to $m$ with angle $\theta$ is interpreted as follows in FHilb:

$$
|0\rangle^{\otimes n} \stackrel{\circ}{ }\left\langle\left. 0\right|^{\otimes m}+e^{i \theta} \mid 1\right\rangle^{\otimes n}\left\langle\left\langle\left. 1\right|^{\otimes m}\right.\right.
$$

and a white spider from $n$ to $m$ with angle $\theta$ is interpreted as follows in FHilb:

Note that the controlled-not gate has a succinct representation in $\mathrm{ZX}_{\pi}$ (this can be verified by calculation):


This means that $\mathrm{ZX}_{\pi}$ contains all of the generators of the real Clifford group. Furthermore, the following is known:

Theorem 6.1.2. [22]
$\mathrm{ZX}_{\pi}$ is complete for real stabilizer states.

The original presentation of $\mathrm{ZX}_{\pi}$ in [22] did not account for scalars; instead, it imposed the equivalence relation on circuits up to an invertible scalar and ignored the zero scalar entirely. Therefore, the original completeness result described in [22] is not actually as strong as Theorem 6.1.2. This means, of course, that this original calculus does not embed in $\mathrm{Mat}_{\mathbb{C}}$ as the relations are not sound. For example, the following map is interpreted as $\sqrt{2}$, not 1 , in Mat ${ }_{\mathbb{C}}$ :


Later on, $[6,9]$ showed that by scaling certain axioms to make them sound, and by adding Axioms [IV] and [ZO] this fragment of the ZX-calculus is also complete for scalars. The properly scaled axioms have all been collected in Figure 6.1.

### 6.2 Embedding CNOT into $\mathrm{ZX}_{\pi}$

Consider the interpretation of CNOT into $\mathrm{ZX}_{\pi}$, sending:

First we observe:
Lemma 6.2.1. [51, Lemma 19] $\bigcirc=O$

Proof.

$$
\begin{aligned}
& 0=0-0 \\
&=0-000-0 \\
&=0,0000 \\
&=00 \\
&=000 \\
&=000 \\
&=000 \\
& 0-000-0 {[\mathbf{L}] \times 2 } \\
&=00 \\
& 0-0
\end{aligned}
$$

We also need:

Lemma 6.2.2.
(i)

$$
-\oplus-\pi-
$$

(ii)

$$
\backsim \mapsto \underset{\mathrm{O-}}{\mathrm{OEO}} \quad-4 \mapsto \stackrel{O A O}{-\mathrm{O}}
$$

Proof.
(i)


$$
\begin{aligned}
& =\begin{array}{r}
\text { OEO OEO } \\
0 \\
0-\pi
\end{array} \\
& =\begin{array}{c}
O E O O E O \\
-\pi \\
-\pi
\end{array} \\
& \text { OEO OEO } \\
& =\mathrm{O}-\mathrm{O}-\mathrm{O} \\
& =-\pi
\end{aligned}
$$

$\left[B . \mathbf{U}^{\prime}\right]$

Lemma 6.2.1
[IV]
(ii)

$$
\triangleright:=\stackrel{\square}{\square}
$$

$$
\begin{gathered}
\text { OEO OEO } \\
\square \\
\pi-0-0 \\
\pi
\end{gathered}
$$

$$
O E O O E O
$$

$$
=\frac{\mathrm{OOOOO}}{\pi}
$$

$$
\pi-
$$

$$
=\begin{gathered}
050050 \\
0-0080
\end{gathered}
$$

$$
=\begin{gathered}
080 \\
0: 0080 \\
0-0-0
\end{gathered}
$$



We explicitly prove that this interpretation is functorial.

Lemma 6.2.3. The interpretation of CNOT into $\mathrm{ZX}_{\pi}$ is functorial.

Proof. We prove that each axiom holds
[CNOT.2]


## [CNOT.1]


[CNOT.3](%5BTOF.15%5D) Immediate from commutative spider theorem.
[CNOT.4]

[CNOT.5](%5B) Immediate from commutative spider theorem.
[CNOT.6] Frobenius algebra is special.
[CNOT.7]

[PI], [B. $\left.\mathbf{U}^{\prime}\right]$
[PH]

Lemma 6.2.2 (i)

## [CNOT.8]


[B. $\left.\mathbf{M}^{\prime}\right]$

[B.H $\left.{ }^{\prime}\right]$
[CNOT.9]



Lemma 6.2.2 (ii)

Because of the various completeness results discussed so far, the following diagram of strict $\dagger$-symmetric monoidal functors commutes, making this functor CNOT $\rightarrow \mathrm{ZX}_{\pi}$ faithful:


### 6.3 Extending CNOT to $\mathrm{ZX}_{\pi}$

As opposed to the ZX-calculus, the identities of CNOT are given in terms of circuit relations. When applying rules of the ZX calculus, circuits can be transformed into intermediary representations so that the flow of information is lost. Various authors have found complete circuit relations for various fragments of quantum computing. Notably, Selinger found a complete set of identities for Clifford circuits (stabilizer circuits without ancillary bits) [47]. Similarly, Amy et al. found a complete set of identities for cnot-dihedral circuits (without ancillary bits) [4].

In this section, we provide a complete set of circuit relations for real stabilizer circuits (although circuits can have norms greater than 1). We show that CNOT is embedded in $\mathrm{ZX}_{\pi}$ and we complete CNOT to $\mathrm{ZX}_{\pi}$ by adding the Hadamard gate and the scalar $\sqrt{2}$ as generators along with 5 relations.

Definition 6.3.1. Let CNOT $+H$ denote the PROP freely generated by the axioms of CNOT with additional generators the Hadamard gate and $\sqrt{2}$ :
satisfying the following identities:


Figure 6.2: The identities of CNOT $+H$ (in addition to the identities of CNOT)

The inverse of $\sqrt{2}$ is given the alias:

$$
1 / \sqrt{2}:=\triangleright \triangleleft
$$

[H.I] is stating that the Hadamard gate is self-inverse. [H.F] reflects the fact that composing the controlled-not gate with Hadamards reverses the control and operating bits. [H.Z] is stating that $\sqrt{2}$ composed with the zero matrix is again the zero matrix. [H.S] makes $\sqrt{2}$ and $1 / \sqrt{2}$ inverses to each other.
[H.L] can be restated to resemble [S1]:

## Lemma 6.3.2.

[H.L']


Proof.

[H.Z] can be restated in slightly different terms:

## Lemma 6.3.3.

## [H.Z']

Proof. Immediate by [H.S] and [H.Z].

There is a derived identity, showing that the Frobenius structure identified with the inverse products of CNOT is unital:

## Lemma 6.3.4.

[H.U]

$$
\checkmark-\sqrt{\sqrt{2}}=\square
$$

Proof.


### 6.3.1 The completeness of CNOT $+H$

We construct two functors between $\mathrm{CNOT}+H$ and $\mathrm{ZX}_{\pi}$ and show that they are pairwise inverses.

Definition 6.3.5. Let $F:$ CNOT $+H \rightarrow \mathrm{ZX}_{\pi}$, be the extension of the interpretation CNOT $\rightarrow$ ZX $_{\pi}$ which takes:

$$
\sqrt{\sqrt{2}} \mapsto \mathrm{O} \quad \quad \square \quad \mapsto \quad \square
$$

Let $G: \mathrm{ZX}_{\pi} \rightarrow$ CNOT $+H$ be the interpretation sending:

$\circ \mapsto$




We first observe:

Lemma 6.3.6.

$$
\begin{equation*}
\mathrm{O} \mapsto \sqrt{2} \tag{i}
\end{equation*}
$$

(ii)
(iii)

$$
O O \mapsto \triangleright \square \triangleleft
$$

$$
\triangleright \square \mapsto O
$$

Proof.
(i)

$$
\begin{align*}
\bigcirc \bigcirc & \mapsto \stackrel{\sqrt{2} l}{\sqrt{2}} \\
& =\sqrt{\sqrt{2}} \tag{H.S}
\end{align*}
$$

(ii)




$$
=1 / \sqrt{2}
$$

$$
=\bowtie \backsim
$$

[H.F]

Lemma B.0.2 (i)
[H.S]
(iii)

[H.S]

We show that these interpretations are functors:

Lemma 6.3.7. $F:$ CNOT $+H \rightarrow \mathrm{ZX}_{\pi}$ is a strict $\dagger$-symmetric monoidal functor.

Proof. The preservation of the $\dagger$-symmetric monoidal structure is immediate. As the restriction of $F$ to CNOT is a functor, it suffices to show that [H.I], [H.F], [H.U], [H.L'], [H.S] and [H.Z'] hold.
[H.I] Immediate.

## [H.F]


[H.L'] Immediate.
[H.S] Immediate.

## [H.Z']



$$
=\begin{array}{cc}
\mathrm{OO} & \mathrm{O}-\mathrm{O} \\
\mathrm{OEO} \mathrm{OEO} O E O \\
\mathrm{OOOO}
\end{array}
$$

$$
[\mathrm{ZO}]
$$

$$
\begin{gathered}
=O E O \text { OEO } \\
-O--
\end{gathered}
$$

$$
[\mathbf{I V}]
$$

$$
=\begin{gathered}
\pi \\
\text { OEO OEO } \\
-\pi-\pi-\pi \text { O } \pi-
\end{gathered}
$$

$\pi$

$$
\begin{gathered}
\pi \\
=\begin{array}{c}
\pi \\
\text { OEO OEO } \\
-\pi \pi \\
0-\pi-0 \\
0-\pi-0
\end{array}
\end{gathered}
$$

$$
\pi
$$

$$
\left[\mathbf{B} . \mathbf{U}^{\prime}\right]
$$

$$
\begin{gather*}
\pi  \tag{PP}\\
=0000 \\
=0-\pi-2 \\
0-0
\end{gather*}
$$



For the other way around:

Lemma 6.3.8. $G: \mathrm{ZX}_{\pi} \rightarrow$ CNOT $+H$ is a strict $\dagger$-symmetric monoidal functor.

Proof. We prove that each axiom holds:
[PI] This follows by naturality of $\Delta$ in CNOT.
[B.U'] This follows by naturality of $\Delta$ in CNOT and [H.S].
[H2] This follows immediately from [H.I].
[H2] This follows immediately from [H.S].
[PP]

[B.H']

$$
\begin{aligned}
& -\mathrm{OO} \mapsto \mapsto \square \\
& =\square \dot{\square} \\
& =\backsim \square \square \\
& =\begin{array}{ll}
\left.\begin{array}{ll}
\frac{1 / \sqrt{2}}{} & \sqrt{1 / \sqrt{2}} \\
\stackrel{\sqrt{2}}{2} & \sqrt{\sqrt{2}} \\
\square & \square
\end{array}\right)
\end{array}
\end{aligned}
$$

> [H.F]
> [CNOT.2]
> [H.Z $\left.{ }^{\prime}\right]$
> Lemma 6.3.6 (ii) $\times 2$
[B.M']

[H.F]
$\Delta$ natural in CNOT
[H.U]
[H.F]


Lemma 6．3．6（ii）
［L］

$$
\begin{aligned}
& \bigcirc \mapsto \supset \backsim \\
& =\gg \\
& =\stackrel{-}{-}-\stackrel{4}{4} \\
& =-{ }_{\square} \\
& \leftarrow 马
\end{aligned}
$$

$$
\begin{aligned}
& \underline{\pi} \rightarrow \text { 为 } \\
& =\stackrel{\square}{\square} \\
& =\frac{\sqrt{1 / \sqrt{2}}}{\sqrt{\sqrt{2}} \left\lvert\, \frac{\sqrt{2}}{\square}\right.} \\
& =\stackrel{\sqrt{2}}{\square} \\
& =\stackrel{\sqrt{2}}{\square} \\
& =\sqrt{\sqrt{2}}
\end{aligned}
$$

［H．I］
［H．S］
［CNOT．9］
［CNOT．7］
$=\stackrel{\square}{\square \triangle \triangle \square}$
$=\stackrel{\sqrt{2} \sqrt{\sqrt{2}}}{\square \cdot \sigma \Delta \square}$


$$
=\frac{\sqrt{2} \mid \sqrt{2}}{\square \sqrt{1 / \sqrt{2}}[1 / \sqrt{2}]}
$$

$$
=\square \triangle \square
$$


[H.L']
[CNOT.9] $\times 4$
[CNOT.7] $\times 4$
[CNOT.3](%5BTOF.15%5D) $\times 4$
$[\mathbf{H . S}] \times 2$

As before
[H.S]
[H.L' $\left.{ }^{\prime}\right]$

Classical structure: Remark that rules [H.U] and [H.S] complete the semi-Frobenius structure to the appropriate classical structure.

Proposition 6.3.9. $\mathrm{CNOT}+H \xrightarrow{F} \mathrm{ZX}_{\pi}$ and $\mathrm{ZX}_{\pi} \xrightarrow{G} \mathrm{CNOT}+H$ are inverses.
Proof.

1. First, we show that $G F=1$.

We only prove the cases for the generators cnot and $|1\rangle$ as the claim follows trivially for the Hadamard gate and by symmetry for $\langle 1|$ :

For |1>:


For cnot:


Lemma 6.3.6 (i)
[H.F]
[CNOT.9]

[H.U]
[CNOT.2]
[CNOT.1]

It is trivial to observe that $G F=1$.

Because all of the axioms of CNOT $+H$ and $\mathrm{ZX}_{\pi}$ satisfy the same "horizontal symmetry"; we can not only conclude that they are isomorphic, but rather:

Theorem 6.3.10. CNOT $+H$ and $\mathrm{ZX}_{\pi}$ are strictly $\dagger$-symmetric monoidally isomorphic.

As CNOT is a discrete inverse category, and the dagger of CNOT $+H$ extends the dagger of CNOT, it is natural to ask if the inverse category structure, or inverse products extend to CNOT $+H$. It clearly isn't a discrete inverse category, because the no-cloning-theorem forces $\Delta$ to not be natural. Even if we don't ask for inverse products, one will find that the non-zero scalars which aren't units cause [INV.2] to fail. Even if we quotient by scalars, we still fail to obtain a discrete inverse category. Fix $f:=\langle 0,0|$ and $g:=\langle 0,0| \circ(H \otimes 1) \circ$ not. As $g$ is the subnormalised counit for the compact closed structure, it is trivial to observe that $f f^{\dagger} g g^{\dagger} \neq g g^{\dagger} f f^{\dagger}$, by examining the connectivity of both (non-zero) circuits:

[H.U]

We see that compact closed inverse categories are pathological; delineating classical from quantum computing. In the classical setting, we have copying; on the other hand, in the quantum setting, we instead have entanglement.

## Chapter 7

## The Toffoli Gate

The Toffoli gate generalizes the controlled-not gate. It is the 3-qubit unitary matrix taking $\left|b_{1}, b_{2}, b_{3}\right\rangle$ to $\left|b_{1}, b_{2}, b_{1} \cdot b_{2} \oplus b_{3}\right\rangle$. One can see that cnot can be simulated with a Toffoli gate by restricting $\left|b_{1}\right\rangle:=|1\rangle$, so that $\left|1, b_{2}, b_{3}\right\rangle$ gets sent to $\left|1, b_{2}, b_{2} \oplus b_{3}\right\rangle$.

The Toffoli gate is a cornerstone for reversible computing. It was among the first gates proven to be universal for quantum computing [23]. The Toffoli gate is also used frequently in quantum computation (especially in quantum error correction [49, 25]); and has even been physically realized [42, 45].

This chapter builds on Chapter 5 and provides a finite, complete set of identities for the fragment of quantum computing generated by the Toffoli gate with ancillary bits. Recall that ancillary bits are a more general notion than auxiliary bits. We call the PROP generated by the Toffoli gate and ancillary bits with these identities, TOF. In fact, generalized controllednot gates are derivable in TOF. Generalized controlled-not gates are not gates with arbitrarily many control bits; the not gate, controlled-not gate and Toffoli gate being examples thereof.

There is already an infinite, complete set of identities for circuits comprised of generalized controlled-not gates and auxiliary bits [33]. However, we provide a finite, complete set of identities for circuits comprised of Toffoli gates and ancillary bits, generalizing this result. Without ancillary bits, by [38, Lemma 14], it is not possible to give a finite complete set of
identities for circuits with generalized controlled-not gates.
In addition to providing a complete set of identities for these circuits, we also prove a concrete equivalence into the full subcategory of Pinj where the objects are finite powers of the 2 element set. The key step of this proof is to prove that the functor $\widetilde{H}_{0}$, which takes an object to its (total) points, is full and faithful: this, in turn, relies on providing a normal form for the restriction idempotents of TOF. This is the same approach that was taken in Chapter 5.

### 7.1 The category TOF

Define the category TOF to be the PROP, generated by the 1 ancillary bits $|1\rangle$ and $\langle 1|$ (depicted graphically as in CNOT) as well as the Toffoli gate:

$$
|1\rangle:=\longmapsto \quad|1\rangle:=\longrightarrow \quad \text { tof }:=\frac{\bar{\square}}{\square}
$$

These generators have an interpretation $\llbracket-\rrbracket_{\text {TOF }}:$ TOF $\rightarrow$ Mat $_{\mathbb{C}}:$

$$
\llbracket|1\rangle \rrbracket_{\text {TOF }}:=\left[\begin{array}{l}
0 \\
1
\end{array}\right] \quad \llbracket\langle 1| \rrbracket_{\text {TOF }}:=\left[\begin{array}{ll}
0 & 1
\end{array}\right] \quad \llbracket \text { tof } \rrbracket_{\text {TOF }}:=\left[\begin{array}{cccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0
\end{array}\right]
$$

The Toffoli gate and the 1-ancillary bits allow cnot, not, $|0\rangle,\langle 0|$, and flipped tof gate and
flipped cnot gate to be defined by:

$$
\begin{aligned}
& \dot{\boldsymbol{\phi}}:=\frac{\square}{\dot{\phi}}, \quad-\oplus:=\ddot{\neq}, \quad \triangleright:=\oplus \\
& \longleftarrow:=-\oplus, \quad \underline{\square}:=x \cdot x, \quad \oplus \quad=x
\end{aligned}
$$

We also allow for "gaps" in the tof and cnot gates, as in CNOT.
These gates must satisfy the identities given in Figure $7.1^{1}$.
Axioms [TOF.1]-[TOF.6], [TOF.8]-[TOF.9] are relatively intuitive. [TOF.7] corresponds to tensoring a matrix with the $1 \times 1$ zero matrix: this is useful for establishing the restriction structure of TOF. [TOF.7] is used for establishing a normal form for the restriction idempotents. Axioms [TOF.10]-[TOF.13] combined with [TOF.9] can be used to push cnot/tof gates past each other thereby generating another trailing cnot/tof gate: as show in Lemma 7.2.6 (v) . [TOF.14] is inherited from CNOT and is used to establish the inverse products of TOF. [TOF.15] expresses that the order of the control bits does not matter for the Toffoli gate. [TOF.16] is similar to [TOF.15], except for the 3-bit-controlled-not gate.

Up to sliding control wires and target wires, all identities are graphically horizontally symmetric. The flipped equivalents of Axioms [TOF.7], [TOF.10], [TOF.11], [TOF.12], [TOF.13] follow from applying one of the rules [TOF.3], [TOF.4], [TOF.5] or [TOF.6]. Therefore there is an obvious $\dagger$-functor, ()$^{\circ}:$ TOF $^{\circ} \rightarrow$ TOF given by tof $\mapsto$ tof, $|1\rangle \mapsto\langle 1|$, $\langle 1| \mapsto|1\rangle$.

It is mechanical to verify that, $\llbracket-\rrbracket \mathbb{C N O T}:$ CNOT $\rightarrow$ Mat $_{\mathbb{C}}$ is a strict $\dagger$-symmetric monoidal functor that reflects the dagger, so this interpretation is sound.

As an exercise, we first show that $\langle 0| \rho|0\rangle=1_{0}$ (just as $\langle 1| \rho|1\rangle=1_{0}$ in [TOF.8]):

[^2]

Figure 7.1: The identities of TOF
$\triangleleft=\square$


$$
=
$$

$$
=\begin{array}{r}
n \\
\hdashline-1
\end{array}
$$

$$
=
$$

$$
=
$$

[TOF.1] $\times 2$
[TOF.15] $\times 2$
[TOF.1]
[TOF.9]
[TOF.8] $\times 3$

Since we build on the work done in Chapter 5, we start by establishing that the interpretation of CNOT into TOF, where $|1\rangle \mapsto|1\rangle,\langle 1| \mapsto\langle 1|$, cnot $\mapsto$ cnot is sound:

Lemma 7.1.1. The interpretation of CNOT in TOF, using the derived generators in TOF, is a strict $\dagger$-symmetric monoidal dagger reflecting functor.

Proof. The functoriality is the only nontrivial property which must be proven. We verify that all of the identities of CNOT hold. To this end:
[CNOT.1]: This is [TOF.14].
[CNOT.2]:

$$
\begin{aligned}
& \bar{\sigma} \sigma:=\frac{\because \cdot \square}{\square \cdot \sigma} \\
& =\cdots \\
& =\begin{array}{c}
\text { ■ } \\
- \\
\hline
\end{array} \\
& =- \\
& \text { [TOF.1] } \\
& \text { [TOF.9] } \\
& \text { [TOF.8] }
\end{aligned}
$$

[TOF.4]
[TOF.15]

$$
\because:=\because
$$

$$
=P D C
$$

[TOF.15]

$$
=: ̣_{\phi}^{C C} L
$$

[TOF.1]

$$
=\because \because
$$

[TOF.15]

$$
=: \because \text { - }
$$

$$
\begin{aligned}
& \stackrel{\varphi}{\dot{\sigma}}=\stackrel{\oplus}{\stackrel{\oplus}{\square}} \\
& =\underbrace{\infty}_{0} \\
& =x_{0}^{9} \\
& =\frac{\square}{\square} \\
& =\frac{\underline{\sigma}}{\dot{\sigma}-}
\end{aligned}
$$

$$
\begin{align*}
& \overrightarrow{\vec{\sigma} \varphi}:=\frac{\because}{\frac{\because \varphi}{\dot{\phi} \varphi}} \underset{\square}{\square \cdot} \\
& =\frac{\because \dot{\square}}{\stackrel{\square}{\square}} \tag{TOF.3}
\end{align*}
$$
\]

$$
=: \overline{\underline{\theta} \dot{\theta}}
$$

[CNOT.6]: This is [TOF.8].
[CNOT.7]:

$$
\begin{aligned}
\stackrel{\square}{\sigma} & :=\stackrel{\square}{\sigma} \\
& =D C \infty \\
& =D \infty \\
& =\square \\
& =\square
\end{aligned}
$$

[TOF.15]
[TOF.1]
[TOF.8]
[CNOT.8]:

$$
\begin{aligned}
& =\frac{\because: \cdot \square \cdot:}{\sigma \dot{\phi}^{\phi} \dot{\sigma}} \\
& =\frac{\because \cdot: \cdot \square}{\sigma \sigma^{\circ \cdot \sigma}} \\
& =\frac{\because \cdot}{\dot{\sigma} \dot{\phi}} \\
& =: \frac{\dot{\sigma} \dot{\sigma}}{}
\end{aligned}
$$

[TOF.15], [TOF.13], [TOF.9]
[TOF.1]
[TOF.9]
[CNOT.9]:

$$
\triangleright \triangleleft \quad \stackrel{\triangleright \unlhd}{\triangleright}
$$

$$
\begin{align*}
& =\stackrel{\square}{\square} \stackrel{\square}{\square} \\
& =\stackrel{\square}{\square} \stackrel{\square}{\square}  \tag{TOF.1}\\
& =\stackrel{\square}{9.9} \\
& =\stackrel{\square}{\square} \\
& =\phi \Delta \Delta \sigma
\end{align*}
$$

$$
\begin{aligned}
& =\sim \\
& \text { [TOF.2] } \\
& \text { [TOF.2] } \\
& \text { [TOF.14] } \\
& \text { [TOF.2] } \\
& \text { [TOF.1] }
\end{aligned}
$$

### 7.2 Controlled-not gates and the Iwama identities

In reversible and quantum computing it is usual to regard the Toffoli gate and cnot as the not gate "controlled", respectively, by one and two control wires. In TOF one can define $\operatorname{cnot}_{n}$ the not gate controlled by $n$ wires for any $n \in \mathbb{N}$ :

Definition 7.2.1. For every $n \in \mathbb{N}$, inductively define the (generalized) controlled-not gate, $\operatorname{cnot}_{n}: n+1 \rightarrow n+1$ inductively:

- For the base cases, let $\operatorname{cnot}_{0}:=$ not, $\operatorname{cnot}_{1}:=\operatorname{cnot}$ and $\operatorname{cnot}_{2}:=$ tof.
- For all $n \in \mathbb{N}$ such that $n \geq 2$ :

$$
\text { cnot }_{n+1} \equiv{ }_{n}\left\{\begin{array}{l}
-\frac{\square}{-\infty} \\
\frac{\square}{-\infty}
\end{array}\right.
$$

The first $n$ wires of $\operatorname{cnot}_{n}$ are the control wires while the last wire is the target wire. As for the cnot and tof gates, allow for $\operatorname{cnot}_{n}$ gates to haves "gaps" in between the control
wires (and the target wire).

Lemma 7.2.2. Every $\operatorname{cnot}_{n}$ gate is self-inverse.

Proof. The base cases are trivial. For the inductive step, suppose that $\operatorname{cnot}_{n}$ gates are self-inverse, then:

$$
\begin{aligned}
& =\underline{\square} \\
& \text { [TOF.14] } \\
& \text { [TOF.2] } \\
& \text { [TOF.13], [TOF.9] } \\
& \text { [TOF.5], [TOF.9] } \\
& \text { [TOF.4] } \\
& \text { Inductive hypothesis } \\
& \text { [TOF.13], [TOF.9] }
\end{aligned}
$$



Next, we show how tof gates can be "pushed past" each other with a "trailing" $\operatorname{cnot}_{n}$ gate:

## Lemma 7.2.3.




Proof. Of part (ii):

$$
\begin{aligned}
& \begin{array}{l}
\bar{\square} \\
\frac{\square}{\square}
\end{array}=\begin{array}{l}
\bar{\square} \cdot \square \\
\square \square-\square
\end{array} \\
& =\frac{\stackrel{i}{\square \dot{i} \cdot \dot{i} \cdot \sigma}}{\square}
\end{aligned}
$$

[TOF.9], [TOF.10]
[TOF.2]
[TOF.9],[TOF.11]

$$
\begin{aligned}
& =\frac{\dot{i} \cdot!\cdot i}{\square \infty \cdot \dot{\square} \cdot \dot{b}} \\
& =: \frac{\vdots}{\stackrel{\vdots}{\oplus} \dot{\square}}
\end{aligned}
$$

[TOF.9],[TOF.12]
[TOF.11]
[CNOT.2]

Next we show how we can "unzip" cnot $_{n}$ gates; and simultaneously, we generalize Lemma 7.2.3 to show how a $\operatorname{cnot}_{n}$ gate can be "pushed" past a Toffoli gate:

Proposition 7.2.4. Given some $n \geq 1$ and $k \geq 1$ :
(i) $\operatorname{cnot}_{n+k}$ gates can be zipped and unzipped:

(ii) $\operatorname{cnot}_{n}$ gates can be pushed past Toffoli gates in the following sense:

$$
{ }^{n}\left\{\begin{array}{l}
-\dot{\square}-\infty \\
\frac{-\infty}{-\infty} \\
\frac{-\infty}{-\infty}
\end{array}\right.
$$

(iii) And likewise:

$$
{ }^{n}\left\{\frac{\cdot \cdot}{\frac{\dot{b}}{\square}}=\frac{\square \cdot \square}{-\dot{b}}\right.
$$

Proof. The proof is by a simultaneous induction for claims (i) and (ii) for all natural numbers $k$, by induction on the number of control wires, $n$, to unzip and the number of control wires being pushed past a Toffoli gate. Claim (iii) follows as a consequence of (ii) and Lemma 7.2.3.

For the induction, suppose that $n, k \geq 2$. The cases when $n=1$ or $n=2$ follow as a consequence.

- The base cases of claim (i) follows by the definition of the $\mathrm{cnot}_{n}$ gate. The base cases of claim (ii) Lemma is precisely Lemma 7.2.3(ii).
- Suppose that the inductive claim holds for all $k$ and for some $n \geq 2$, graphically:

$$
\frac{-\square}{-\dot{B} \cdot \square}=\frac{-\square \cdot \square}{-\dot{B}}
$$

Consider the two identities for $n+1$; first for the zipper:


Inductive hypothesis


For the second inductive step:
n

$$
=\frac{:-\infty}{\square-\infty}
$$

$$
\begin{aligned}
& \left\{\begin{array}{l}
-\frac{\square}{-\infty} \\
\frac{\square}{-\infty}
\end{array}=\frac{\square \cdot \square}{\square-\infty}\right. \\
& =\frac{\square}{\square \cdot \infty} \\
& =\frac{\square}{\square 0}
\end{aligned}
$$

(ii)

Inductive step of $(i)$
[TOF .9], Lemma 7.2.3(ii)

Inductive hypothesis
[TOF.2]

Inductive step of $(i)$

For claim (iii), we use claims (i) and (ii):

$$
\begin{aligned}
& =\frac{\square}{\square \cdot \square}
\end{aligned}
$$

Inductive step of $(i)$

$$
[\text { TOF. } 9],[\text { TOF.12] }
$$

Inductive step of $(i i)$
Inductive step of $(i)$

The ability to zip and unzip controlled-not gates allows us to transpose control wires:

## Corollary 7.2.5.



Proof. The claim follows vacuously for $n<2$. The base case when $n=2$ follows immediately from [TOF.15]. Suppose that the claim holds for some cnot $_{n}$. Consider a $\operatorname{cnot}_{n+1}$ gate and unzip this gate one level down. We can transpose the top two control wires by the base case for $n=2$ and we can transpose the bottom $n-1$ control wires by the inductive hypothesis. Finally, to transpose the second and third wire from the top, try to unzip the cnot $_{n+1}$ gate
down by one more step. If this cannot be done - because there is nothing more to unzip it means one can directly apply [TOF.16].

Since transpositions generate the symmetric group, the control wires of a $\operatorname{cnot}_{n}$ gate can, therefore, be freely permuted.

Let $[x, X]$ denote a $\operatorname{cnot}_{|X|}$ gate with control wires in the set $X$ targeting the wire $x \notin X$. Similarly let $\triangleright_{x}$ and $\triangleleft_{x}$ be, respectively, the $|0\rangle$ and $\langle 0|$ gates on the wire $x$.

The following identities are due to Iwama et al. [33]. They show how to push generalized control not gates past each other in certain key situations:

Lemma 7.2.6 (Iwama's Identities).
(i) $[x, X][x, X]=1$
(ii) When $x \in X$ then $\triangleright_{x}[y, X]=\triangleright_{x}$
(iii) When the target wire are the same $[x, X][x, Y]=[x, Y][x, X]$
(iv) When $x \notin Y$ and $y \notin X$ then $[x, X][y, Y]=[y, Y][x, X]$
(v) $[x, X][y,\{x\} \sqcup Y]=[y, X \cup Y][y,\{x\} \sqcup Y][x, X]$
(vi) $\triangleright_{z}[z,\{x\}][y,\{x\} \sqcup X]=\triangleright_{z}[z,\{x\}][y,\{z\} \sqcup X]$

Proof.
(i) This is precisely Lemma 7.2.2.
(ii) Using Corollary 7.2.5 it suffices to consider the case where $x$ is the bottom control wire. Using Proposition 7.2.4 (i) and Lemma 7.2.2:
垂需
(iii) The proof follows easily from Axioms [TOF.3], [TOF.4], [TOF.5] and [TOF.7].
(iv) The proof follows easily from Axioms [TOF.4] and [TOF.5].
(v) The proof is by induction on the number of control wires of the second gate.

- The base cases are provided by Proposition 7.2.4 (ii) and (iii).
- Suppose now that the claim holds for all cases in which the second gate has no more than $n$ control wires. Consider the case when the second gate has $n+1$ control wires. Using Corollary 7.2 .5 it suffices to consider the case where $y$ is the bottom wire and $x$ is the second bottom wire:

$$
\begin{array}{ll}
{[x, X][y, Y \sqcup\{x\}]} & \\
=[x, X] \triangleright_{z}[z, Y][y,\{z, x\}][z, Y] \triangleleft_{z} & \text { Use Prop. 7.2.4 (i) to unzip }[y, Y \sqcup\{x\}] \\
=\triangleright_{z}[z, Y][x, X][y,\{z, x\}][z, Y] \triangleleft_{z} & \\
=\triangleright_{z}[z, Y][y, X \sqcup\{z\}][y,\{z, x\}][x, X][z, Y] \triangleleft_{z} & \\
=\triangleright_{z}[z, Y][y, X \sqcup\{z\}][y,\{z, x\}][z, Y][x, X] \triangleleft_{z} & \\
=\triangleright_{z}[z, Y][y, X \sqcup\{z\}][z, Y][y,\{z, x\}][y, Y \sqcup\{x\}][x, X] \triangleleft_{z} & \text { Prop. 7.2.4 (ii), (iii) }  \tag{ii}\\
=\triangleright_{z}[z, Y][z, Y][y, X \sqcup\{z\}][y, X \cup Y][y,\{z, x\}][y, Y \sqcup\{x\}][x, X] \triangleleft_{z} & \text { (ii), (iii) } \\
=\triangleright_{z}[y, X \sqcup\{z\}][y, X \cup Y][y,\{z, x\}][y, Y \sqcup\{x\}][x, X] \triangleleft_{z} & \\
=\triangleright_{z}[y, X \sqcup\{z\}][y, X \cup Y][y,\{z, x\}] \triangleleft_{z}[y, Y \sqcup\{x\}][x, X] & \\
=\triangleright_{z}[y, X \cup Y] \triangleleft_{z}[y, Y \sqcup\{x\}][x, X] & \\
=\triangleright_{z} \triangleleft_{z}[y, X \cup Y][y, Y \sqcup\{x\}][x, X] & \text { Lemma 7.2.6 (ii) }
\end{array}
$$

$$
=[y, X \cup Y][y, Y \sqcup\{x\}][x, X]
$$

- Using Corollary 7.2.5, it suffices to observe:

$$
\begin{aligned}
& \frac{\vec{\square}}{\square-\dot{b}}=\frac{\vec{\square} \dot{b}}{\vec{b}} \\
& =\frac{\square \cdot \dot{\phi}}{\square \dot{\sigma} \cdot \dot{\phi}}
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{\overline{\sigma \cdot \dot{\sigma}}}{\frac{\square \cdot \dot{\sigma}}{-\dot{\sigma}}}
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{\frac{\stackrel{\triangleright \cdot}{ } \cdot \dot{!}}{\square \cdot \dot{\phi} \Delta}}{\bar{\square}} \\
& =\frac{\overline{\Delta \dot{\sigma} \cdot}}{\square \bar{\sigma}}
\end{aligned}
$$

### 7.3 TOF is a discrete inverse category

Next we prove that TOF is a discrete inverse category.
The diagonal map in TOF is the image of the diagonal map, $\Delta: n \rightarrow n \otimes n$, in CNOT under the canonical functor CNOT $\rightarrow$ TOF:

Definition 7.3.1. Define a family of maps $\Delta:=\left\{\Delta_{n}\right\}_{n \in \mathbb{N}}$ with the cnot gate and 0 -ancillary bits inductively, as in Chapter 5, such that $\Delta_{0}=1_{0}=\left(u_{0}^{L}\right)^{-1}=\left(u_{0}^{R}\right)^{-1}$,

$$
\Delta_{1}:=-\varangle:=\frac{\square}{\Delta-} \quad \text { and for all } n>1: \quad \Delta_{n}:=n<{ }_{n}:=
$$

Much of the proofs are inherited from Chapter 5 using Lemma 7.1.1; extending the results of CNOT to TOF.

Lemma 7.3.2. $\Delta$ is a natural transformation in TOF.

Proof. We prove that $\Delta$ is a natural transformation by structural induction. We have only to prove the inductive case for tof as the cases for the 1-ancillary bits are proven in Lemma 5.3.2:


[TOF.9]
[TOF.13]

To prove that TOF is a discrete inverse category with respect to $\dagger$-functor ()$^{\circ}:$ TOF $^{\circ p} \rightarrow$ TOF it must also be shown that [INV.1], [INV.2] and [INV.3] hold. As (_) ${ }^{\circ}:$ TOF $^{\text {op }} \rightarrow$ TOF is a $\dagger$-functor [INV.1] is immediate. It remains to prove [INV.2] and [INV.3]:

Lemma 7.3.3. For all maps $f$ in TOF [INV.2] holds, that is $f f^{\circ} f=f$.

Proof. We prove that [INV.2] holds by structural induction. Again we have only to prove the inductive case for tof as the cases for the ancillary bits are proven in Lemma 5.3.9. Suppose inductively that $f f^{\circ} f=f$ for some circuit $f$, then we need to show that we can extend $f$ by a tof gate and preserve the property. This is almost immediate by [TOF.9]:


To prove that [INV.3] holds, again, we identify the restriction idempotents of TOF with latchable circuits. We already know that latchable circuits commute with each other, by Lemma 4.1.13; therefore, to prove that all circuits of the form $f f^{\circ}$ are latchable implies that [INV.3] holds.

Lemma 7.3.4. Circuits of the form $f f^{\circ}$ in TOF are latchable and, thus, [INV.3] holds.

Proof. We prove that circuits of the form $f f^{\circ}$ in TOF are latchable by structural induction. We have only to prove the inductive case for tof as the cases for the 1-ancillary bits are proven in 5.3.9. Suppose that some circuit $f$ is latchable, then we must show inductively that conjugating a Toffoli gate will result in a latchable circuit:


Therefore:

Proposition 7.3.5. TOF is a discrete inverse category with this structure.

Proof. Lemmas 7.3.3 and 7.3.4 show that TOF is an inverse category. Lemma 7.3.2 and the fact that the semi-Frobenius identities hold in CNOT imply that $\left(n, \Delta_{n}, \Delta_{n}^{\circ}\right)$ forms a natural special, commutative, semi-Frobenius algebra for all $n \in \mathbb{N}$. Thus, TOF is a discrete inverse category.

### 7.4 The points of TOF

The (total) points of TOF are iterated tensors of the input ancillary bits ( $|0\rangle$ and $|1\rangle$ ) and can be represented using ket notation $\left|b_{1}, \cdots, b_{n}\right\rangle:=\left|b_{1}\right\rangle \otimes \cdots \otimes\left|b_{n}\right\rangle$, as in Chapter 5. We start by observing that the Toffoli gate in TOF behaves as expected on these points:

Lemma 7.4.1. tofo $\left|x_{1}, x_{2}, x_{3}\right\rangle=\left|x_{1}, x_{2}, x_{1} \cdot x_{2}+x_{3}\right\rangle$

Proof. tof $|000\rangle=|000\rangle$ :

$$
\stackrel{\square}{\triangleright}=
$$

[TOF.2]
tof $|001\rangle=|001\rangle:$

$$
\frac{\square}{\infty}=
$$

tofo $|010\rangle=|010\rangle:$

$$
=
$$

[TOF.2]
tof $\circ|011\rangle=|011\rangle:$

$$
\vdots=
$$

[TOF.2]
tof $0|100\rangle=|100\rangle:$

$$
\begin{align*}
\because D & =D x x  \tag{TOF.15}\\
& =D x C \\
& =D
\end{align*}
$$

[TOF.2]
tof $\circ 101\rangle=|101\rangle:$

[TOF.15]
[TOF.2]
tof $\circ|110\rangle=|111\rangle:$

$=: \frac{\sigma}{\sigma}$
[TOF.1]

$=: \frac{D}{i d}$

$=$
[TOF.15]
[TOF.1]
[TOF.1]
[TOF.9]
tof $0|111\rangle=|110\rangle:$

[TOF.1]
[TOF.1]
[TOF.1]

The points above which are expressed in ket notation are clearly total. However, not all maps with domain 0 are total: in particular, as in CNOT, the maps $\emptyset_{0, m}$ for $m \in \mathbb{N}$ are not total:

Definition 7.4.2. Define $\emptyset:=\langle 0| \rho|1\rangle$, and $\emptyset_{n, m}=|1\rangle^{\otimes m} d \emptyset \circ\left\langle\left. 1\right|^{\otimes n}\right.$.

When any map is tensored with such a map it becomes one of them:

Lemma 7.4.3. For all circuits $f \in \operatorname{TOF}(n, m), f \otimes \emptyset=\emptyset_{n, m}$.

Proof. By the functionality of the interpretation of CNOT into TOF and [14, Lemma A.2] note that $\emptyset$ is idempotent. Therefore, use [CNOT.9] to cut all of the wires around all Toffoli gates. Notice that when the wires round a Toffoli gate is cut this results in the map:

$$
\langle 111| \text { otof }|111\rangle=\langle 11| \propto \text { not }|11\rangle=\langle 1| \text { onot } 0|1\rangle=\langle 1| \cdot|0\rangle=: \emptyset
$$

When all wires of a circuit are cut it will therefore take the form:

Just as before, this gives the following result:

Corollary 7.4.4. $\emptyset_{n, m}$ are zero maps.

There are only two sorts of points, those that are expressible as bras - and maps of the form $\emptyset_{0, n}$ for some $n \in \mathbb{N}$ :

Lemma 7.4.5. For all $n \in \mathbb{N}$ and $f \in \operatorname{TOF}(0, n), f=\emptyset_{0, n}$ or $f=\left|b_{1}, \cdots, b_{n}\right\rangle$ for some $b_{1}, \cdots, b_{n} \in \mathbb{Z}_{2}$.

Proof. Given any circuit $f \in \operatorname{TOF}(0, n)$, pull all of the $|1\rangle$ gates to the left of the circuit and all of the $\langle 1|$ gate to the right. In the middle, there will only be tof gates; thus, apply the $|1\rangle$ gates to the tof gates using Lemma 7.4.1. This will result in a series of $|1\rangle$ and $|0\rangle$ gates on the left. Repeatedly apply these $|1\rangle$ and $|0\rangle$ gates to the tof gates using Lemma 7.4.1 until there are only a series of $|1\rangle$ and $|0\rangle$ gates on the left and a series of $\langle 1|$ gates on the right, and nothing in the middle. If a $|1\rangle$ and $\langle 1|$ gate meet, they compose to form the identity on
0. If this process can eliminate all of the $\langle 1|$ gates, then we are done. Otherwise, if $|0\rangle$ and $\langle 1|$ gate meet, they compose to form $\emptyset$; therefore, by Lemma 7.4.3, $f=\emptyset_{0, n}$.

Therefore:

Lemma 7.4.6. $\widetilde{h}_{0}:$ TOF $\rightarrow$ Pinj is a strong symmetric monoidal functor.

The proof is the same as Lemma 5.5.4, for CNOT.
This implies, in conjunction with Lemma 4.2.4, that:
Lemma 7.4.7. $\widetilde{h}_{0}:$ TOF $\rightarrow$ Pinj is a discrete inverse functor.

### 7.5 Partial injective functions and TOF

Recall the representable restriction functor $h_{X}: \mathbb{X} \rightarrow$ Par given in Definition 4.2.1.
Fix $\mathbb{X}=$ TOF and $x=0$. Recall that $h_{0}:$ TOF $\rightarrow$ Par can be lifted to an inverse-product preserving functor $\widetilde{h}_{0}:$ TOF $\rightarrow$ Pinj.

Define $\mathrm{FPinj}_{2}$ to be the full subcategory of Pinj (sets and partial isomorphisms) with objects finite powers of the two element set. By Lemma 7.4.5, the object $\widetilde{h}_{0}(n)$ corresponds to the set $\{|0\rangle,|1\rangle\}^{n}$ in $\mathrm{FPinj}_{2} \subset$ Pinj; therefore, by restricting the codomain of $\widetilde{h}_{0}$ we obtain a functor $\widetilde{H}_{0}:$ TOF $\rightarrow \mathrm{FPinj}_{2}$. We will prove that this functor is an equivalence of categories.

### 7.6 A normal form for the idempotents of TOF

As in Chapter 5, our objective is to reduce the fullness and faithfulness of $\widetilde{H}_{0}: \mathrm{TOF} \rightarrow \mathrm{FPinj}_{2}$ to its fullness and faithfulness on restriction idempotents. $\operatorname{cnot}_{n}$ gates will be used to define a class of circuits which will allow a normal form for the idempotents of TOF to be established. It is also worth noting that the following class of circuits corresponds to the canonical form of Iwama et al. [33, Definition 4]:

Definition 7.6.1. A circuit $f: n \rightarrow n$ is said to be in polynomial form when it is the composition of circuits $f=c_{1} \cdots c_{k}$ where each $c_{i}$ is a $\operatorname{cnot}_{j}$ gate with control the first $n-1$ wires and target the last wire.

For example, the following circuit corresponding to the polynomial $x_{1} x_{2}+x_{2} x_{4}+x_{1} x_{2}+$ $x_{1} x_{2}+x_{2} x_{3} x_{4}+x_{4}$ is in polynomial form:


Clearly all polynomials (in normal form) can be represented by a circuit in polynomial form, where each monomial corresponds to a $\operatorname{cnot}_{n}$ gate. Moreover, this correspondence is bijective, as $\operatorname{cnot}_{n}$ gates targeting the same wire commute, and $\operatorname{cnot}_{n}$ gates are self-inverse by Lemma 7.2.2.

For example, the following identity holds in $\mathbb{Z}_{2}\left[x_{1}, x_{2}, x_{3}, x_{4}\right]$

$$
x_{1} x_{2}+x_{2} x_{4}+x_{1} x_{2}+x_{2} x_{3} x_{4}+x_{4}=x_{2} x_{4}+x_{2} x_{3} x_{4}+x_{4}
$$

and this corresponds to the following identity in TOF:


Since the restriction idempotents in FPinj are determined by Boolean equations or, equivalently, by the zeros of multivariate polynomials over $\mathbb{Z}_{2}$, we use polynomial form circuits to construct a normal form for the restriction idempotents of TOF. By restricting the value of the bottom wire to be 0 , the evaluation of this circuit on total points is defined if and only if the corresponding tuple of bits is in the kernel of the function corresponding to polynomial evaluation:

Definition 7.6.2. A circuit $e: n \rightarrow n$ in TOF is a polyform if $e=\left(1_{n} \otimes\langle 0|\right) q_{\circ}\left(1_{n} \otimes|0\rangle\right)$
for some $q: n+1 \rightarrow n+1$ in polynomial form.

For example the following circuit corresponding to the equation $x_{2} x_{4}+x_{2} x_{3} x_{4}+x_{4}=0$ is a polyform:

Given a polynomial form circuit $q$, let the circuit $\begin{gathered}\text { - } \frac{\square}{4}\end{gathered}$ denote the circuit where every $\operatorname{cnot}_{n}$ gate of $q$ is additionally controlled by wire with the black dot. Note that this is well-defined by Corollary 7.2.5.

Given a polynomial form circuit $q: n+1 \rightarrow n+1$, by the repeated application of Lemma 7.2.6 (v) for each constituent cnot $_{n}$ gate, it is useful to observe:

Our aim is now to show that the idempotents of TOF are always equivalent to a polyform so these circuits provide a normal form for the idempotents.

Lemma 7.6.3. Polyforms are idempotents (and therefore restriction idempotents).

Proof. Consider some map $e:=\left(1_{n} \otimes\langle 0|\right) \propto q\left(1_{n} \otimes|0\rangle\right)$ a polyform, as above, then:

$$
\begin{aligned}
& =\square^{q} \sqrt[\infty]{ } \underbrace{q}
\end{aligned}
$$

$$
\begin{aligned}
& =\square_{\triangleright \delta_{4}^{q}}^{\square} \\
& =\bar{\square}_{\sqrt[q]{q}}^{b^{q-q}} \underbrace{\sqrt{q}}_{\square} \\
& =\overline{5}_{\sqrt[9]{9}}^{b_{\triangleleft}^{-4}}
\end{aligned}
$$

[TOF.14]
[TOF.2]

Lemma. 7.2.6 (v)

Lemma 7.2.2

$$
\begin{aligned}
& =\sqrt{\square^{q}-山} \\
& =- \text { 回 }
\end{aligned}
$$

［TOF．2］

We prove that the converse also holds using 3 lemmas：

Proposition 7．6．4．All idempotents in TOF are equivalent to a circuit which is a polyform．

Given a polyform，$f$ ，by structural induction，it suffices to show that sandwiching $f$ with a generating gate，$g$ ，to obtain $(1 \otimes g \otimes 1) f\left(1 \otimes g^{\circ} \otimes 1\right)$ ，always results in a circuit which has a polyform．There are 3 cases，one for each generating circuit：

Lemma 7．6．5．If $f: n \rightarrow n$ is a polyform then sandwiching $f$ by a tof gate results in a circuit with a polyform．

Proof．By Lemma 7．2．6（v），push $g$ through $f$ until it meets the other $g^{\circ}=g$ and then annihilate both generalized controlled－not gates by Lemma 7．2．2．This circuit is still a polyform．

Lemma 7．6．6．If $f: n \rightarrow n$ is a polyform then sandwiching $f$ by a $|1\rangle$ gate results in a circuit equivalent to a polyform．

Proof．It suffices to observe for the inductive step that：

$$
\begin{equation*}
\frac{\text { 業 }}{6}= \tag{TOF.15}
\end{equation*}
$$

$$
\begin{align*}
& =\frac{\dot{i} \cdot \dot{b}}{\dot{b}} \tag{ii}
\end{align*}
$$

- 震
[TOF.2]

Lemma 7.6.7. If $f: n \rightarrow n$ is a polyform then sandwiching $f$ by a $|1\rangle$ and $\langle 1|$ gate results in a circuit with a polyform.

Proof. Suppose $f: n \rightarrow n$ is a polyform $\left(1_{n} \otimes\langle 0| \otimes 1_{m}\right) h_{\circ}\left(1_{n} \otimes|0\rangle \otimes 1_{m}\right)$, then:


$$
\begin{aligned}
& =\frac{\square \cdot 4}{\square \cdot \sqrt{n}-\sqrt{n}}
\end{aligned}
$$

$$
\begin{aligned}
& =\overline{a_{i-00^{2}}^{n}} \\
& = \\
& =\bar{\square} \underset{\square \infty}{\sqrt[n]{n}}
\end{aligned}
$$

$$
\begin{aligned}
& =\underset{\square}{\square \frac{1}{2}-4} \\
& =\frac{\sigma^{i}-{ }^{1}-4}{n} \\
& =\overline{\square \cdot ब^{1 h}}
\end{aligned}
$$

We have now established with Lemma 7.6.3 and Proposition 7.6.4:
Proposition 7.6.8. Polyforms are a normal form for the idempotents in TOF.

This implies, as the idempotents of $\mathrm{FPinj}_{2}$ are determined by multivariate polynomials over $\mathbb{Z}_{2}$ :

Corollary 7.6.9. $\widetilde{H}_{0}: \mathrm{TOF} \rightarrow \mathrm{FPinj}_{2}$ is full and faithful on restriction idempotents.
Recall that $\widetilde{h}_{0}$ is faithful in general, so this follows from the fullness on idempotents in specific.

### 7.6.1 $\quad \widetilde{H}_{0}: \mathrm{TOF} \rightarrow \mathrm{FPinj}_{2}$ is a discrete inverse equivalence

We know that $\widetilde{H}_{0}:$ TOF $\rightarrow \mathrm{FPinj}_{2}$ is a discrete inverse functor. It remains to show that this functor in full and faithful.

Just as in Chapter 5, to prove the fullness of $\widetilde{H}_{0}:$ TOF $\rightarrow \mathrm{FPinj}_{2}$ we "simulate" all the total maps in $\mathrm{FPinj}_{2}$ with extra outputs:

Lemma 7.6.10. For every total map $f \in \operatorname{FPinj}_{2}(n, m)$, there is some $g \in$ TOF such that $\widetilde{H}_{0}(g)=\left\langle 1_{\mathbb{Z}_{2}^{n}}, f\right\rangle$.

Proof. Consider a total $f \in \operatorname{FPinj}_{2}(n, m)$. For any $i$ such that $1 \leq i \leq m$, observe that $f \pi_{i}$ corresponds to a polynomial in $\mathbb{Z}\left[x_{1}, \cdots, x_{n}\right]$ and thus, there is a circuit $g_{i}: n+1 \rightarrow n+1$ in polynomial form such that $\widetilde{H}_{0}\left(h_{i}\right)=\left\langle 1_{\mathbb{Z}_{2}^{n}}, f \pi_{i}\right\rangle$ where $h_{i}:=g_{i}\left(1_{n} \otimes|0\rangle\right)$.

Now, inductively define the circuit $P_{i}$ for all $i$ such that $0 \leq i \leq m$, such that: $P_{0}=1_{n}$ and for every $i$ such that $0 \leq i<m, P_{i+1}:=h_{i+1}\left(P_{i} \otimes 1_{1}\right)$.

Then $\widetilde{H}_{0}\left(P_{m}\right)=\left\langle 1_{\mathbb{Z}_{2}^{n}}, f \pi_{1}, \cdots, f \pi_{m}\right\rangle=\left\langle 1_{n}, f\right\rangle$.

Using this result with the fullness on idempotents, this allows us to show:
Proposition 7.6.11. $\widetilde{H}_{0}: \mathrm{TOF} \rightarrow \mathrm{FPinj}_{2}$ is full.

Proof. Consider a map $f \in \operatorname{FPinj}_{2}\left(\mathbb{Z}_{2}^{n}, \mathbb{Z}_{2}^{m}\right)$ for arbitrary $n, m \in \mathbb{Z}$. By Lemma 4.2.7, if we can simulate $\langle 1, f\rangle$ and $\left\langle 1, f^{\circ}\right\rangle$, we can simulate $f$. However, partial maps of the form $\langle 1, g\rangle: X \rightarrow X \times Y$ are restrictions of a total map, unless $Y$ is empty. The case of $Y$ being empty does not occur in $\mathrm{FPinj}_{2}$ as the empty set is not an object. Thus, all such maps are restrictions of total maps. Therefore, by Lemma 7.6 .10 there is some $h \in$ TOF such that $\widetilde{H}_{0}(h) \geq\langle 1, g\rangle$ for any $g$. However, by Proposition 7.6.9, $\widetilde{H}_{0}:$ TOF $\rightarrow \mathrm{FPinj}_{2}$ is full on restriction idempotents, so there is some $e=\bar{e}$ such that $H_{0}(e)=\bar{g}$ and so $H_{0}(e h)=\langle 1, g\rangle$ which completes the proof.

The faithfulness of $\widetilde{H}_{0}$ is reduced to its faithfulness on restriction idempotents:

Proposition 7.6.12. $\widetilde{H}_{0}: \mathrm{TOF} \rightarrow \mathrm{FPinj}_{2}$ is faithful.

This implies:

Theorem 7.6.13. The identities of TOF are complete.

The proof is essentially the same as the proof of Theorem 5.5.22, for the completeness of CNOT.

Because $\widetilde{H}_{0}:$ TOF $\rightarrow \mathrm{FPinj}_{2}$ is a discrete inverse functor, which is full, faithful and essentially surjective:

Theorem 7.6.14. TOF is discrete inverse-equivalent to $\mathrm{FPinj}_{2}$.

## Chapter 8

## Conclusions and future work

### 8.1 Conclusions

In this thesis, complete sets of identities are given for both the affine and entire fragments of classical reversible circuits with ancillary bits. In both cases, a discrete inverse equivalence into a subcategory of sets and partial isomorphisms is exhibited.

The proofs for both fragments have the same structure. First, it is proven that the category of circuits forms a discrete inverse category. Next, a normal form for the restriction idempotents in this category is constructed. The normal form is used to show that the discrete inverse functor $\widetilde{h}_{0}$ is full and faithful. To this end, two new insights for discrete inverse functors were necessary. In particular, Lemmas 4.2.7 and 4.2.6 help reduce the fullness/faithfulness of discrete inverse functors to the behaviour on idempotents. Therefore, by postcomposing $\widetilde{h}_{0}$ with Barr's $\ell^{2}$ we obtain both completeness results.

We also demonstrated an embedding from CNOT into the angle-free fragment of the ZX-calculus, $\mathbf{Z X}_{\pi}$. We then extended the identities of CNOT by adding the Hadamard gate as a generator. This adds (co)units to the inverse products of CNOT: yielding a classical structure corresponding to the Pauli $X$ observable.

### 8.2 Future work

An immediate direction for future work would be to extend these classification results for the controlled-not gate and Toffoli gate to qudit ( $d$ valued instead of binary) classical reversible computing. The qudit generalizations of the Toffoli and controlled-not gates would have order $d$. This seems easier when $d$ is prime, or perhaps even when $d$ is a power of a prime. This leads me to pose the following question; is the category generated by the obvious extension of the Toffoli gate to $d$-dimensions along with the ancillary bits for 1 equivalent to the full subcategory of sets and partial injections where the objects are sets whose cardinality is a power of $d$.

After the extension to qudits, it would be interesting to see if this result could be extended to all of finite sets and partial isomorphisms using the isomorphism of sets $\mathbb{Z}_{p}^{n} \times \mathbb{Z}_{q}^{m} \cong \mathbb{Z}_{p^{n} q^{m}}$; a similar question was posed for the ZX-calculus in [52]. Work has already been performed on interacting Frobenius algebras, with applications to the ZX-calculus [21], so it would be interesting to see if some of their results could be generalized to the case of semi-Frobenius algebras.

Another interesting direction would be to consider the Fredkin and not gates as generators instead of the controlled not - or Toffoli gate. This presents a challenge, because such a category would not have all inverse products, but rather only ternary inverse products. This would require a reformulation of the notion of a discrete inverse category, and in particular, a generalized Frobenius law for ternary semigroups. Ternary Frobenius algebras in compact closed categories have previously been researched [27], however, a general symmetric monoidal axiomatization of ternary Frobenius algebras would be needed.

Although the calculus which is presented in Chapter 7 is universal for reversible circuits with ancillary bits; recall that it is not reversible for quantum computing in general. It would be interesting to extend TOF to an approximately universal fragment of quantum computing by adding the Hadamard gate [3], just as we extended CNOT to the real fragment of stabilizer quantum mechanics. The proof would likely involve a two way translation between either
$\Delta \mathrm{ZX}$ or $\mathrm{ZH}_{\pi} . \Delta \mathrm{ZX}$ is the extension of $\mathrm{ZX}_{\pi}$ with the triangle generator as a generator [51]. The triangle generator is the map given by $|0\rangle<\langle 0|+|1\rangle\langle\langle 0|+\mid 0\rangle<\langle 1|$, and allows the Toffoli gate to be described relatively easily; although, the Axioms are hard to translate to Toffoli and Hadamard gates. The phase-free fragment of the ZH -calculus, $\mathrm{ZH}_{\pi}$, on the other hand is the extension of $\mathrm{ZX} X_{\pi}$ with "Hadamard spiders" [50]. Although $\Delta \mathrm{ZX}$ and $\mathrm{ZH}_{\pi}$ are sound, universal and complete for the same fragment of quantum mechanics, the identities of $\mathrm{ZH}_{\pi}$ appear to be easier to translate into Toffoli and Hadamard gates.
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## Appendix A

## Matrices and Constants

Boltzmann's constant ( $k_{B}$ )

$$
k_{B}:=1.380649 \times 10^{-23} \mathrm{~J} / \mathrm{K}
$$

$\pi / 4$-phase $(\omega)$

$$
\omega:=e^{i \pi / 4}
$$

Plus state and effect

Minus state and effect
$Z$ spider (co)units

$$
|0\rangle+|1\rangle=\sqrt{2}|+\rangle=\left[\begin{array}{l}
1 \\
1
\end{array}\right] \quad\langle 0|+\langle 1|=\sqrt{2}\langle+|=\left[\begin{array}{cc}
1 & 1
\end{array}\right]
$$

Zero ancillary bits

$$
|0\rangle:=\left[\begin{array}{l}
1 \\
0
\end{array}\right] \quad\langle 0|:=\left[\begin{array}{ll}
1 & 0
\end{array}\right]
$$

$X$ spider (co)units

One ancillary bits

$$
|1\rangle:=\left[\begin{array}{l}
0 \\
1
\end{array}\right] \quad\langle 1|:=\left[\begin{array}{ll}
0 & 1
\end{array}\right]
$$

Pauli $X$ matrix/not gate $/ X$ spider $\pi$-phase

$$
\text { not }:=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]
$$

Pauli $Y$ matrix

$$
\left[\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right]
$$

$\pi$-phase-shift gate/Pauli $Z$ matrix $/ Z$ spider $\pi$-phase

$$
\left[\begin{array}{cc}
1 & 0 \\
0 & e^{\pi i}
\end{array}\right]=\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right]
$$

## Controlled-not/controlled- $X$ gate

$$
\text { cnot }:=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}\right]
$$

Controlled- $Z$ gate

$$
\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -1
\end{array}\right]
$$

Toffoli gate

$$
\text { tof }:=\left[\begin{array}{llllllll}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0
\end{array}\right]
$$

Swap gate ( $c_{1,1}$ )

$$
\text { swap }:=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

## Hadamard gate

$$
H:=|+\rangle\langle\langle 0|+\mid-\rangle<\langle 1|=\frac{1}{\sqrt{2}}\left[\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right]
$$

$\pi / 2$ phase-shift gate

$$
S:=\left[\begin{array}{cc}
1 & 0 \\
0 & e^{i \pi / 2}
\end{array}\right]=\left[\begin{array}{ll}
1 & 0 \\
0 & i
\end{array}\right]
$$

$Z$ spider multiplication

$$
\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

$X$ spider multiplication

$$
\frac{1}{\sqrt{2}}\left[\begin{array}{llll}
1 & 0 & 0 & 1 \\
0 & 1 & 1 & 0
\end{array}\right]
$$

## Appendix B

## Basic Calcululations for CNOT

Lemma B.0.1.
(i)

$$
\begin{aligned}
& \overline{\phi \cdot \phi}=\dot{\sigma} \\
& =\frac{\square}{+\infty} \\
& =\frac{\cdot \underline{e} \cdot}{\dot{\theta}}
\end{aligned}
$$

[CNOT. 8 ]
[CNOT.5](%5B)
[CNOT.8]
(ii)

$$
\begin{aligned}
& \bowtie:= \\
& =0 \dot{d} \\
& =: \\
& = \\
& \text { [CNOT.4] } \\
& \text { [CNOT.2] } \\
& \text { [CNOT.6] }
\end{aligned}
$$

(iii)

$$
\begin{aligned}
& \overline{\dot{b} \cdot}=\frac{\overrightarrow{\dot{b}} \cdot \dot{b} \dot{b}}{\underline{b}} \\
& =\frac{\overrightarrow{\sigma \cdot} \cdot \dot{\phi}}{\vec{\sigma}}
\end{aligned}
$$

[CNOT.2]
[CNOT.8]
(iv)

$$
\begin{aligned}
& =\stackrel{\square}{\square \stackrel{\varphi \theta}{\square}}
\end{aligned}
$$

$$
\begin{aligned}
& =\begin{array}{r}
\mu 9 \omega_{j}
\end{array} \\
& \text { [CNOT.4] } \\
& \text { [CNOT.8] } \\
& \text { [CNOT.3] } \\
& \text { [CNOT.8] } \\
& \text { [CNOT.4] }
\end{aligned}
$$

Lemma B.0.2.
(i)

$$
\longleftarrow=\stackrel{\square}{\square}=-\triangleleft \triangleright
$$

(ii)
(iii)
(iv)

Lemma B.0.3. $\nabla_{1^{\circ}}\left((|1\rangle \circ\langle 1|) \otimes 1_{1}\right) \circ \Delta_{1}$

Proof.



[^0]:    ${ }^{1}$ This can cause confusion: in FHilb, the identity for the phase group is denoted by 0 , corresponding to the phase $e^{i 0}=1$, which is the identity for composition, hence additive notation is used.

[^1]:    ${ }^{1}$ In [24, Definition 4.3.1], there is no requirement that $\Delta_{I}=\left(u_{I}^{R}\right)^{-1}=\left(u_{I}^{L}\right)^{-1}$.

[^2]:    ${ }^{1}$ The identities given here are not numbered the same as in the original paper [13], as one identity was found to be redundant ([CNOT.9]).

