Chapter 5

WIRELESSINTERNET: IEEE 802.11B

Abstract

This tutorial article describes the IEEE 802.11b Wirelegsdl Area Network
(WLAN) standard, which is commonly referred to as “WiFi". iSlstandard offers
up to 11 Mbps of transmission capacity at the physical layethe protocol
stack, and is one of the key enabling technologies for wérelaternet, mobile
computing, and ad hoc networking applications. After idtroing the standard
and its features, the latter part of the article discusse®pol interactions that
occur when popular Internet applications, such as multimstleaming and the
World Wide Web, operate over IEEE 802.11b WLANSs. These axtdons can
lead to performance problems in the TCP/IP Internet prdtsiazk.

1. Introduction

Two of the most exciting and fastest-growing Internet textbgies in recent
years are the World Wide Web and wireless networks. The Wsintade the
Internet available to the masses, through its TCP/IP pab&iack and the prin-
ciple of layering: Web users do not need to know the detaith@funderlying
communication protocols in order to use network applicgaioWireless tech-
nologies have revolutionalized the way people think abetworks, by offering
users freedom from the constraints of physical wires. Thesknologies are
available today, in laptop or handheld form, at relativelgdest cost. Mobile
users are interested in exploiting the full functionalifyttee technology at their
fingertips, as wireless networks bring closer the “anythargytime, anywhere”
promise of mobile networking.

One of the primary challenges in this new networking coniexiperfor-
mance transparency”: providing an end-user Internet ésmpee that is hope-
fully no worse than that in the traditional wired-Internetsitop environment.
Significant advances are taking place in both wired and essehetworking en-
vironments that substantially increase the raw bit ratédaie at the physical
layer. However, these advances are of little value if theedsxandwidth cannot
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Figure 5.1. lllustration of the Internet TCP/IP Protocol Stack

be delivered all the way up to the application layer. In soames, performance
problems occur at intermediate layers of the protocol stack

This tutorial focuses on one particular wireless netwaghkechnology, namely
the IEEE 802.11b Wireless Local Area Network (WLAN) starti§ANSI
1999], and the protocol performance issues that arise tretharonment. The
first part of this tutorial provides an overview of IEEE 802PalWLAN proto-
cols, as well as TCP/IP protocols, and some popular Inteymglications used
on wireless LANs. The last part of the tutorial focuses ortgerol performance
issues for wireless Internet applications. Toillustragissues, practical exam-
ples are used. These include wireless TCP performanceinmedlia streaming,
TCP performance in multi-hop ad hoc networks, and Web perémice in wire-
less ad hoc networks.

2. Background

Figure 14.1 provides an illustration of the Internet pratostack [tanen-
baum]. A protocol stack provides a modular architecture ar@bnceptual
framework for discussing communication protocols and rtifienctionality.
Note that this diagram shows only a 5-layer protocol stackngared to the
7-layer protocol stack in the classic OSI network referemoeglel [tanenbaum].

The lowest layer of the protocol stack is tRéysical Layer The physical
layer deals with the raw transmission of bits between tworoomicating de-
vices. Many different transmission media are possible atpthysical layer,
including wired (guided) media such as twisted pair (coppesaxial cable,
or optical fiber, and wireless (unguided) media such as miave, satellite,
IR (Infra-Red), or RF (Radio Frequency) transmission. Thgsgcal layer
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performs the signalling and modulation required to encadlerimation (e.g.,
binary 0’'s and 1's) on the channel, by varying physical cbtawstics of the
signal (e.g., amplitude, frequency, phase). The codingnigces used are
highly dependent upon the properties of the transmissiadiumechosen at the
physical layer.

The next layer up the protocol stack is called thata Link Layer or the
Link Layer for short. This layer deals with a larger logicaliucalled aframe
A frame typically carries several hundred or several thaddzts. Frames may
be fixed-size or variable-size, depending on the specifigar&ing technology
being used. For example, Asynchronous Transfer Mode (ATéWvorks use
fixed-size frames calledTM cells while Ethernet and IEEE 802.11b LANSs
allow variable-size frames, with upper and lower limits ba tegal frame sizes
permitted.

The Link Layer provides two main services. First, it regakatccess to
the channel amongst the contending stations. In a broadeasbork, this
Medium Access ContrdMAC) mechanism is important, since at most one
station can successfully transmit on the shared channdlrataln a point-to-
point network, the MAC protocol has a very minor role, sineelelink has only
two endpoints. Second, the Link Layer provides framing, #tontrol, and error
control services, to provide reliable hop-by-hop commatian. Commonly-
used mechanisms at tHisgical Link Control(LLC) sublayer are checksums,
sequence numbers, acknowledgements (ACKSs), timeoutsgmadsmissions.

The Network Layerof the protocol stack builds upon the Link Layer ser-
vices, by adding addressing, routing, and internetworkingctionality at the
packetlevel. Addressing uniquely identifies any endpoint hostrenrtetwork.
Routing determines a path for reaching a destination. rieterorking support
allows communication across different networks by defirtiogy to translate
packet formats and how to accommodate diverse packet siresseheteroge-
neous networking technologies. In the Internet, the Netviayer protocol is
called the Internet Protocol (IP). It provides a “best dffalatagram delivery
model. Most of the IP packets that are sent will correctlyarat the intended
destination, but there is no guarantee that they will do sak&ts are sometimes
delayed, lost, duplicated, or corrupted in transit.

The Transport Layetprovides end-to-end services between two communi-
cating entities on the Internet. While IP routing gets a patdthe correct host,
an additional layer of transport-level addressing (e.grt pumbers) is needed
to deliver data to the correct recipient (of many possibtgpients) on that host.
The Transmission Control Protocol (TCP) on the Internetnis example of a
Transport Layer protocol. It provides end-to-end reliathéea delivery. More
details on TCP are provided in Section 4. Another examplaadsiser Data-
gram Protocol (UDP), which is a minimal mechanism transfayrér protocol.

It provides a connection-less service model similar to IP.
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The topmost layer of the Internet protocol stack is Amplication Layer
Many user-level network applications reside here: el@itrmail, file transfer,
network news, media streaming, peer-to-peer, and the Wuidi Web. Each
of these applications has a well-defined application-lgy@tocol, such as
SMTP (Simple Mail Transfer Protocol), FTP (File Transfeotecol), or HTTP
(Hyper-Text Transfer Protocol). These protocols offevimrs to end users of
the Internet.

This layered Internet protocol stack model provides a exfee point for
the discussion of IEEE 802.11b protocols in the next sectisnwell as the
discussion of TCP/IP protocol performance issues latenératticle.

3. ThelEEE 802.11b WLAN Standard

One of the most popular solutions for wireless Internet ss¢eday is the
IEEE 802.11b wireless local area network standard [ANSI9].9€ommonly
referred to as “WiFi” (Wireless Fidelity). This section pides information on
the basic operation of IEEE 802.11b, as well as some of itsifes

Overview

Wireless networking refers to the use of infrared (IR) oliogdequency (RF)
signals to transmit information between devices, witheguiring physical ca-
bling between them. Commonplace examples are using reropteotdevices
to change the channel on your television, open your garage do advance
the slides on your laptop during a conference presentati®imple wireless
devices convey only control information (e.g., open or elgsur garage door),
while more sophisticated ones allow the transmission oitrarly data (e.qg.,
using a wireless keyboard to interact with the TV/computeraur hotel room,
or using your personal digital assistant (PDA) to ‘beam’nfowsiness card and
contact information to your colleague’s PDA).

Wireless networking solutions typically require linesiftht transmission,
or at least close proximity to the devices being controllEdr example, your
TV remote control does not work very well from the bathroomd gour garage
door opener does not work when you are several blocks awayymir house.
One reason is the limited transmit power used by the sourbéghncurtails
the physical distance that an intelligible signal can pgape (e.g., the signal
strength typically diminishes proportionally with the sge of the distance trav-
elled). The limit on transmit power is often regulated byfésderal government
to reduce the interference between devices operatingfierdift jurisdictions,
and to minimize health and safety concerns. A second readie ioperating
frequency (in Hertz (Hz)) used in the electromagnetic spett Some signals
(e.g., broadcast radio, RF, X-rays) are able to pass threatith objects (e.g.,
walls, humans), while other signals (e.qg., IR, visible fjgire not. This is why
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a household baby monitor can be used to listen to an infappisig in the
nursery upstairs, while your TV remote control cannot tuowd the volume
on the TV in the apartment next door to your own.

The IEEE 802.11b WLAN standard is an attractive and populaelass
networking solution based on these principles. |IEEE 802 dffers physical
layer data rates of up to 11 Mbps, which makes it a cost-affettAN solution
similar to the classic 10 Mbps Ethernet LAN. This “WiFi" LANbkition is
attractive in business, education, and research envirotshbecause it enables
tetherless access to the Internet. With the wireless n&teamd commonplace
in laptops today, users can roam from office to office or lalakadih their organi-
zation while still maintaining network connectivity for exih Web browsing, or
other Internet-related activities. WiFi “hotspots” aredefy deployed in many
cities (e.g., at airports, hotels, coffee shops, and boosj for general Internet
access.

The following sections provide greater detail on IEEE 808.1

Physical Layer

The IEEE 802.11 Working Group has developed an entire faofifNEEE
802.11 protocols, which continues to grow and evolve todBlye standards
define both the Physical Layer and the Data Link Layer opamafior IEEE
802.11 protocols.

The first version of the IEEE 802.11 standard supported a ddéaof 1
Mbps, using a physical layer transmission technique c&tequency Hopping
Spread Spectrum (FHSS). Later improvements doubled tlaaaksto 2 Mbps,
while still maintaining backward compatibility with the 1igs version. These
standards were developed for both FHSS and DSSS (Directefeq Spread
Spectrum) transmission at the physical layer.

Within the DSSS portion of the IEEE 802.11 family, a high dedte ex-
tension called IEEE 802.11b was defined. This extensionastphigher data
rates of 5.5 Mbps and 11 Mbps, using more sophisticated mtdnlschemes
for physical layer transmission. This standard also maisthackward com-
patibility with earlier devices, by supporting the 1 MbpslghMbps data rates
in the original IEEE 802.11 standard.

The operating frequencies for IEEE 802.11b are in the In@lstScien-
tific, and Medical (ISM) band of the electromagnetic spatiraear 2.4 GHz.
Specifically, the frequency band ranges from 2400 MHz to Z88Hz. Many
vendors have produced products that operate in this frayuamge, including
IEEE 802.11b, IEEE 802.11g, Bluetooth, baby monitors, aviave ovens,
Home RF, and some cordless phones. Interference from othcas is a
prevalent concern for IEEE 802.11b WLANS, since it can leadrpredictable
WLAN performance.
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Within the assigned portion of the electromagnetic spectiiEEE 802.11b
devices can choose from 14 “channels”, each approximat2limBz wide.
However, many of these channels overlap. Only channels &né,11 are
non-overlapping. The choice of channels can be manuallfigumed, so that
multiple WLANS in close proximity do not interfere with eackher. An IEEE
802.11b device can automatically detect when it is in thgeaof more than
one wireless Access Point (AP), and dynamically select tRehfat provides
the strongest signal. (See Section 3.0.0 for more detaith®tnfrastructure
Mode of operation.)

The commonly used transmit power for IEEE 802.11b is 100iVidtts,
which typically provides about 100 meters of omni-direntibcoverage. Some
users have been able to achieve much greater distance geverg., several
kilometers) using higher transmit power and directiondeanas.

A recent modification to IEEE 802.11b is the IEEE 802.11gddan. IEEE
802.11g offers data rates up to 54 Mbps, using the same tesdiodlogy as
IEEE 802.11h, and the same busy portion of the electromagstctrum (2.4
GHz). Many chip sets produced today support both IEEE 8@2ahtl 802.119.

The follow-on to IEEE 802.11b is IEEE 802.11a, which offestadrates
up to 54 Mbps. Two important differences exist between IEBE.81b and
802.11a. First, IEEE 802.11a operates in the 5 GHz band ofléetromag-
netic spectrum, which is distinct from that of IEEE 802.1This new frequency
band is attractive because there is (so far) less interder@mthis portion of
the spectrum. However, not all vendors have commodity atlip designed for
operation in this regime yet, so the product prices are Sagmtly higher than
IEEE 802.11b. Second, IEEE 802.11a uses a different phyayer modula-
tion technique called Orthogonal Frequency Division Muéking (OFDM).
This technique provides greater error resilience than DSSS

Channel Access Protocols

The IEEE 802.11b standard defines three channel access@motbat can
be used at the Medium Access Control (MAC) sublayer. Thestpols are
called Distributed Coordination Function (DCF), RequtstSend/Clear-To-
Send (RTS/CTS), and Point Coordination Function (PCF).

Distributed Coordination Function (DCF).. The most commonly used
MAC protocol option, and the default in most IEEE 802.11b WWNLAeploy-
ments, is DCF. This protocol defines a distributed algorithat allows multiple
stations to compete for the use of a single broadcast chamtig wireless cov-
erage area, which is calledcall. All wireless devices in the cell must share
use of the same channel.

The fundamental rule that must be obeyed in the WLAN cell é #t most
one successful frame transmission can be in progress atatirthe network.
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If no stations transmit, the channel is idle. If exactly otaien transmits, there
is a very high probability that the receiver will receive tin@me successfully.
If two or more stations transmit, the result ig@llision on the channel, which
results in unintelligible data for the receivers. Suchidallg frames waste net-
work resources, since they require retransmission at atiate for successful
delivery.

The purpose of the MAC protocol is to determine which stat®allowed
to transmit, particularly when multiple stations have fesmeady for transmis-
sion. Desired properties for the MAC protocol include: a lolannel access
delay for acquiring the channel; a low collision rate on tlework, so that
few retransmissions are required; high efficiency undeh thigd, so that the
maximal network throughput can be achieved; and fairnesthat each station
is equally likely to acquire the channel when it is available

The DCF protocol used is called Carrier Sense Multiple Asaeish Colli-
sion Avoidance (CSMA/CA). The “Multiple Access” part of fmame refers to
the coordination problem defined previously: multiple ista¢ competing for
use of a single shared transmission channel. The “CarrieseSeart of this
name identifies an important aspect of the protocol: thesimtan listen to the
channel to see if it is available or not prior to transmittanfyame. In particular,
a ready station with a frame to transmit must first listen ® ¢hannel. If the
channel is idle, the station can then begin transmittinfratsie. If the channel
is busy, the station must defer (i.e., refrain from senditgcause transmit-
ting would surely cause a collision on the network (hencetdinm “Collision
Avoidance” in the name of the protocol).

Randomization is also an important part of the channel acpestocol. A
variable called the Contention Window' (1) is used for this purpose. A sta-
tion wishing to transmit a frame chooses a random BackOff)(@®e between
0 andCW, and this extra BO delay must elapse before the actual freame-t
mission can begin. If the channel is busy and collisions aeeoved, stations
dynamically increase (e.g., doubl€)V . If frame transmissions are routinely
successfulCW can be reset to its default valdgdhv,,,;,,.

The CSMA/CA protocol reduces the number of collisions onc¢hannel,
but does not eliminate collisions entirely. For exampléwib stations become
ready at exactly the same time, and both sense the chanmghidh both could
start transmission at the same time, and collide with edoérot

Handling this type of collision problem is tricky. In an Ethet LAN envi-
ronment, a transmitting station can use its transceivangimitter/receiver) to
listen to the channel during its own outgoing frame transioiss. This prop-
erty allows a station to detect discrepancies between whatd trying to send
and what was actually observed on the wire. Discrepancitsees the two
indicate a collision on the network (i.e., more than onei@taransmitting at
the same time). A station detecting such a collision abbdgransmission of
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its frame, and generates a noise burst on the wire for albstato hear. This
protocol is called CSMA/CD, with the CD standing for Coltisi Detection. It
is used in Ethernet wired LANS.

Unfortunately, the Collison Detection (CD) mechanism isaqaplicable for
IEEE 802.11b WLANSs. Physically, stations can either tramsnreceive using
their antenna, but they cannot do both at the same time. Ewhayi could,
the transmit power would be so dominant that it would be atnmapossible
to detect a received signal. Further complicating mattergte noisy charac-
teristics of the wireless propagation environment: nosttions may hear the
collision if there was one, and some stations may hear samilieven if there
wasn’t one.

The IEEE 802.11b DCF protocol solves this problem with a cimaufion
of mechanisms: acknowledgements, timeouts, and retrasgms. Upon the
successful arrival of a frame at the intended recipient réloeiver sends back
a control frame with a positive acknowledgement to the sentds acknowl-
edgement tells the sender that its frame transmission wasessful. In the
absence of the acknowledgement, the sender will retraresmoither copy of
the same frame after a randomly chosen short timeout iftézva., up to 1
millisecond). This mechanism handles collision-relatesises just the same
as corruption-related losses due to wireless channelserrtiralso recovers
from the loss of either the data frame or its acknowledgembnboth cases,
a frame retransmission is required. If repeated retrarsars are required for
the same data frame, the timeout interval is repeatedlylddubp to a maxi-
mum limit CW,,, 4. If the maximum number of retries (e.g., default 8 in most
implementations) is reached, then the frame transmissi@borted. Further
error recovery is left to higher-layers of the protocol &tac

To ensure that the recipient of a successful frame can actjuir channel
to send an acknowledgement, the IEEE 802.11b standard sléfineseparate
time intervals. The Short Inter-Frame Space (SIFS) is theusrnof time that
the recipient waits before sending its acknowledgements filme is 28 mi-
crosecondsy(sec). The Distributed Inter-Frame Space (DIFS) is the arnaiun
time that a station must observe a quiescent channel bedaiucling that it
is idle, and proceeding with its random BackOff (BO) and featransmission.
This DIFS time is 128:sec. With these settings, the recipient of a successful
frame is the first station entitled to use the shared chawstnd back an ac-
knowledgement. This Positive Acknowledgement with Retmaission (PAR)
protocol is used only for unicast (one-to-one) frames onViHeAN. It is not
used for multicast or broadcast frames that are addressedrty recipients.

Figure 5.2 summarizes the CSMA/CA DCF protocol. The diagtlustrates
an example frame transmission, say from station A to staBioffter sensing
the channel idle for the DIFS period, and waiting for its ramdBO period,
station A grabs the channel and transmits its data frameer Aficeiving the
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Figure 5.2. lllustration of CSMA/CA DCF in IEEE 802.11b WLAN

frame successfully, station B waits for the SIFS period &ed sends its positive
ACK to A.

Request-To-Send/Clear-To-Send (RTS/CTS)..  The RTS/CTS protocol is
designed to handle thedden nodgroblem that can arise in wireless networks.
Consider three stations called A, B, and C, who happen to bgrgphically in
alphabetical order in the network. Depending on the redafigtances between
the nodes, it is possible that A and B can hear each otheBtaat C can hear
each other, but A and C cannot hear each other. In such a sgeAanight
transmit a frame to B at the same time that C transmits a frarBe The result
is a collision (and unintelligible garbage) at B.

Neither A nor C is aware of this collision problem, since tlaeg not within
range of each other. Their only clue is the lack of a positi@Arom B, which
will soon trigger retransmissions of the colliding framéd#e larger the frame
size, the greater the proportion of time wasted on collisj@md the greater the
probability that the retransmitted frames will also cadlid=rom A's viewpoint,
C is a hidden node, and from C’s viewpoint, A is a hidden nodee Midden
node problem can dramatically degrade wireless chann&npesince.

The RTS/CTS protocol resolves this problem by having therided receiver
node (B) manage the shared channel amongst its neighbouasd A&, in this
example). In particular, the neighbours must make advaesmervations of the
channel for their transmissions. For example, node A semdede B a short
control frame called the Request-To-Send (RTS) frame. Tr®iRdicates the
size of the frame that A wants to send, and the intended exttid. If this is
the only RTS request that node B receives, then node B caresstmait Clear-
To-Send (CTS) control frame to A to grant its request. Theaboast nature
of this CTS transmission tells node A to go ahead with its dransmission,
while also telling node C (since C can hear B) to refrain freending. The
information contained in the CTS frame conveys a Networloédltion Vector
(NAV) that expresses the amount of channel time requiredAfand B to
complete the exchange of their data frame and acknowledgeng&tation C
simply defers from accessing the channel for this NAV indgrand thus avoids
colliding with A's frame.
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Figure 5.3. lllustration of RTS/CTS in IEEE 802.11b WLAN

Similarly, node C can initiate a frame transmission to B gdime RTS/CTS
exchange. If node B receives multiple RTS requests, it caosdwhich one
to grant, as long as it has at most one CTS outstanding at a Bewause RTS
control frames are very short, it is unlikely for them to odd. Nevertheless, if
they do collide, the random timeout and retransmission aisms described
previously resolve this. A station that does not receive & @dsponse to its
RTS request after a maximum number of RTS retries will aldsraitempted
transmission of the current frame.

Figure 5.3 provides an illustration of the RTS/CTS protodajain, assume
that the frame transmission is from A to B. Once A receivesSGh& response
to its RTS request, it can initiate its frame transmissiohe Teceiving station
B sends an ACK to A upon receipt of a successful frame.

Some implementations of IEEE 802.11b trigger the use of RTS/auto-
matically when the average number of collisions in the DG#tgol exceeds
a threshold. Other implementations require manual seleci either the DCF
or RTS/CTS protocol.

Point Coordination Function (PCF)..  The two foregoing MAC protocols
for IEEE 802.11b WLANSs are not suitable for real-time apations, since
there is no bound on the maximum latency for channel accakfame trans-
mission. That is, there is no guarantee of when (or even i§ta ftame will be
successfully transmitted across the network. These pottsbould not be used
for hard real-time control systems applications (e.g.stfarnace operation,
nuclear power plant, braking system on your car), but they b satisfac-
tory for some soft real-time applications (e.g., wirelegtew streaming, home
security monitoring, network intrusion detection).

The IEEE 802.11b standard defines an additional MAC protibedlis better
suited to real-time applications. This protocol is callenirf® Coordination
Function (PCF). It is intented for WLANS that are operatingnfrastructure
mode (see Section 3.0.0), with an Access Point (AP) to coatdiusage of the
shared wireless channel amongst multiple wireless devigéss PCF mode
of operation is similar to the Master/Slave mode of operaiio Bluetooth
scatternets and piconets. Few vendors of IEEE 802.11b ptedupport the
PCF mode of operation.
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Figure 5.4. lllustration of Link-Layer Frame Format in IEEE 802.11b

PCF is a polling protocol. The AP has an explicit list of alt@less devices
operating on the network, and polls (asks) each device m ifuit has any
information to send. By bounding the number of devices inrtbvork, and
the maximum frame size used, the AP establishes a schedsdevide with an
upper bound onthe channel access latency for each devip&ally, all devices
in the network are equivalent in priority, so one slot of ses\is provided to
each device in turn in the service cycle. In general, howewattiple slots can
be assigned to some devices within each service cycle, toranodate devices
with different priorities or bandwidth requirements.

While the PCF protocol conceptually bounds the channelsacdelay for
each device (by eliminating collisions from the MAC protcdhere is still
the possibility of wireless channel errors (e.g., due tseaar external inter-
ference on the wireless LAN). The timeout and retransmmssieents in the
PAR protocol can still occur, which in turn implies that teés no deterministic
guarantee on when (or if) a given data frame is successiahstnitted on the
WLAN. In other words, IEEE 802.11b WLANS are not a perfectusion for
hard real-time applications.

Link-Layer Frame Formats

The purpose of the MAC sublayer protocol in the previousisacis to
ensure that at most one station is transmitting a frame okb&N at a time.
The purpose of the Logical Link Control (LLC) sublayer abakie MAC is to
ensure that the frame is sent reliably.

The IEEE 802.11b link layer protocol uses variable lengtia di@ames, with
the frame format illustrated in Figure 5.4. Two differentsiens of this frame
format are supported, called the Long Preamble and the $neamble. The
choice between these formats is usually software-settatitee configuration
parameters of an IEEE 802.11b product.

The default frame format in IEEE 802.11b is the Long Prearfdst@at. The
transmission of a frame begins with 128 bits of preamble: lterraating bit
pattern of 1's and O’s thatis used to establish signal clugkind synchronization
between sender and receiver. The preamble is followed by-latiBtart Of
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Frame (SOF) delimiter. This bit pattern is “10101010 10110110 The last two
bits of this field tell the receiver that the important cohtreader of the frame
is about to begin.

The Physical Layer Convergence Protocol (PLCP) headeedtlti layer
is 48 bits long, and has four fields. The first 8-bit field indésathe data rate
(Signal Speed) that will be used for the payload portion efftame transmis-
sion. The valid choices are 1 Mbps, 2 Mbps, 5.5 Mbps, and 11sMfihe
second 8-bit field specifies an optional Service Type, whicuirently unused
in IEEE 802.11b. The third field (16 bits) indicates the siaébytes of the
payload portion of the frame. The fourth field is a 16-bit Gydedundancy
Check (CRC) for the frame.

The preamble and the PLCP header of the LLC frame are tratesht 1
Mbps. This feature makes the IEEE 802.11b protocol backsveodnpatible
with older IEEE 802.11 devices that might be part of the nekwtVhile these
devices would be unable to receive frames at any of the hidguer rates, they
can at least listen to the network and correctly determinenwinames begin
and end. The payload portion of an LLC frame is transmittedgithe data
rate indicated in the PLCP header of the frame.

The Short Preamble version differs from the foregoing farmawo ways.
First, the length of the preamble is reduced to 56 bits imstdel 28 bits. This
change makes the entire preamble (including the SOF delii® bits instead
of 144 bits, reducing the amount of channel time consumedéypteamble.
Second, the 48-bit PLCP header is transmitted at 2 Mbpsadsitat 1 Mbps.
Again, this slightly reduces the time consumed on the ndtwgreach frame.
The payload portion of an LLC frame is transmitted using ta&adate (1, 2,
5.5, or 11 Mbps) that was indicated in the PLCP header of tad:

Regardless of the frame format used, the payload portiocheoframe con-
tains additional control information (e.g., 48-bit MAC adds of the sender,
48-bit MAC address of the intended receiver) plus the usddtd, if any (e.g.,
a TCP/IP packet carrying user-level data). The maximumaqzal/kize is 2312
bytes. Many implementations use a Maximum Transmission (MiTU) size
of 1500 bytes at the network layer, to be compatible with EtbeLANS.

The combined overheads of the link-layer frame format aedcttannel ac-
cess protocol limit the effective throughput that can beiead over IEEE
802.11b WLANS. A general rule of thumb is that about 60% ofdtated phys-
ical layer data rate can be achieved as user-level througiighe application
layer. For IEEE 802.11b, this means that about 6.5 Mbps otiinput is pos-
sible for TCP/IP. For IEEE 802.11a, the corresponding vaadout 32 Mbps.
A paper by Juret al. [JPS 2003] provides a careful analysis of the maximum
throughput that is theoretically possible for IEEE 802.&tworks.
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Figure 5.5. lllustration of an IEEE 802.11b WLAN in Infrastructure Mode

Other Features

There are two different ways to use IEEE 802.11b WLANsrastructure
mode andad hoc mode

InfrastructureMode..  Infrastructure mode requires an Access Point (AP)
that functions as a gateway or bridge between the wirelesssametwork and
the general wired Internet. Figure 5.5 shows a WLAN opegatm infras-
tructure mode. The AP has two network interfaces: one forstratting and
receiving information on the WLAN, and one for transmittingd receiving
information on the wired network, such as an Ethernet LAN.

In infrastructure mode, all communication to and from a n®biireless
device must traverse the AP. For example, if the mobile dewishes to access
content from the general Internet, then the request is fiaststitted to the
AP, which forwards the request to the Internet on behalf efrttobile device.
When the response returns to the AP from the wired InterhetAP transmits
the response on the WLAN as wireless data frames addressieel ¢bent that
initiated the request. Similarly, if mobile device A in thelMAN wants to
communicate with mobile device B also in the WLAN, the requesist be
relayed via the AP. That is, A sends a frame to the AP, whicinaskedges its
successful delivery. Then the AP transmits the frame to B¢lvlaicknowledges
its successful delivery. In this communication scenafie,ftames between A
and B are transmitted twice on the WLAN: once to the AP, anckdmycthe AP.
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This can compromise the efficiency of the WLAN. (In ad hoc mddscribed
below, nodes A and B can communicate directly with each gther

The AP plays a central role in an infrastructure-based WLAN.AP ad-
vertises its presence on the WLAN by broadcastiegicon framestypically
every 100 milliseconds (i.e., 10 times per second). Thesagament (control)
frames identify the AP, its MAC address, its Service Set fifien (SSID), as
well as whether it is using WEP (Wired Equivalent Privacygmmption or not.
These frames are broadcast omni-directionally by the Afyatall wireless de-
vices within the coverage area (cell) of the AP can detegrdsence. Wireless
devices in the cell, such as client laptops with IEEE 802 \W1IAN cards, can
detect this signal and associate with the AP if desired. Tdmimal coverage
area for an AP has aradius of about 100 meters, but the qohlityverage may
vary depending on building construction materials (e.ginforced concrete,
tinted windows, metallic coatings on glass). This range lrarsignificantly
extended with directional antennas, if desired.

Typically, the deployment of IEEE 802.11b WLANS requiresltiple APs
(e.g., for a university residence network, a campus-widelass network, or
a WLAN in a business organization) [Bennington et al. 1993tzket al. 2002,
Schwab etal. 2004, TB 1999, Tang et al. 2000]. To reducefertnce, adjacent
APs in the logical network topology can be configured to ufferdint channel
numbers in the portion of the electromagnetic spectrum bgeBEE 802.11b.
In North America, there are eleven such channels to choass, fwith each
occupying about 22 MHz of spectral bandwidth. However, mahyhese
channels partially overlap. Only channels 1, 6, and 11 affecently well-
spaced to be non-overlapping. These three channel numizamonly
used in WLAN deployments. A mobile user can roam through apmsite of
multiple WLAN cells. If a laptop detects beacon signals fromltiple APs,
then the laptop can select the AP with the highest signaigtine Conceptually,
the handoff from one AP to the next AP should be seamless amsihile to
the user. Smooth handoffs are not always the case in prapicgcularly if
APs from multiple vendors or if IP subnetting are being udealfchandran et
al. 2002, Kotz et al. 2002, Schwab et al. 2004].

AdHocMode.. Thesecond mode of operation supported by IEEE 802.11bis
ad hoc modeln this mode, a collection of wireless devices can operaether

as a standalone wireless network, completely independéhné dnternet. That

is, there is no AP required for access to the general Interfileis standalone
mode of operation is often used for special purposes, suofiléary network
applications, sensor networks, peer-to-peer networksuti-player wireless
gaming. An example of an ad hoc network is shown in Figure 5.6.
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Figure 5.6. lllustration of an IEEE 802.11b WLAN in Ad Hoc Mode

In ad hoc mode, every wireless device is an equal peer withr atireless
devices. Channel access is regulated using the DCF pratuastl of the time,
with the use of RTS/CTS to resolve hidden node problemsgif ticcur.

Ad hoc networks are especially interesting when theynauéti-hopwireless
ad hoc networks [gerla, Singh et al. 2002, WTLS 2002]. Sueploat there are
hundreds of wireless devices in the WLAN, and that the gguigcacoverage
area of the entire WLAN is far greater than the transmissamge of any single
wireless device (perhaps because of transmit power limitatto conserve
energy and extend battery lifetime). In such a scenario,véiceeA at one
location of the network (e.g., the left edge) may not be abledmmunicate
directly with another device Z elsewhere in the network .(glge right edge).

Communication between A and Z can only be realized by havingranodes
(e.g., B, C, D..) function as intermediate routers for forwarding framesen
half of other nodes. This s the principle upon which mulhitad hoc networks
are based. The routing protocols used in such networks anplaated, since
they must dynamically determine valid routing paths to titerided destina-
tion. Nodes can move at any time, changing the topology oh#teork, and
thus changing the quality of the routes used. Some routesonea, and other
routes (better or worse) may become available at any time.

In addition to the routing problem, multi-hop ad hoc netwsoikduce other
performance problems for wireless Internet protocols. éxample, the end-to-
end performance of TCP degrades significantly over mulidmbhoc networks,
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because of contention and collision problems. Problemé siscthese are
discussed in more detail in Section 5, following the TCP eavin the next
section.

4, TheWeb and TCP/IP

This section provides background on the Web and TCP/IP. Aeratanding
of these protocols is required prior to the discussion ofulireless Internet
protocol performance problems in Section 5.

The Web

The Web relies primarily on three communication protocdR;: TCP, and
HTTP. The Internet Protocol (IP) is a connection-less netviayer protocol
that provides global addressing and routing on the Inteffieé Transmission
Control Protocol (TCP) is a connection-oriented transgeyer protocol that
provides end-to-end data delivery across the Internet. Wgmts many func-
tions, TCP has flow control, congestion control, and erroovery mechanisms
to provide reliable data transmission between sources estithations. The ro-
bustness of TCP allows it to operate in many network enviremisy Finally,
the Hyper-Text Transfer Protocol (HTTP) is a request-raspoapplication-
layer protocol layered on top of TCP. HTTP is used to trandfeb documents
between Web servers and Web clients (browsers). Currady,P/1.0 and
HTTP/1.1 [RFC1945, RFC2616] are widely used on the Internet

TCP Overview

TCP is a connection-oriented, end-to-end reliable-btieam transport-
layer protocol [stevens, tanenbaum]. The basic mechanigrttis general-
purpose protocol are quite robust: the TCP protocol hasrgode relatively
minor changes in its 30-year existence, over a time periatilihs witnessed
dramatic changes in computing and networking technologies

The basic unit of data transfer in TCP ibye(i.e., for sequence numbering,
flow control, and error control purposes). However, TCP impéntations
generally work with a larger logical unit size calledegmenivhen transmitting
packets across an IP internetwork. The Maximum Segment($1&S) is a
settable parameter for TCP. The choice of the MSS dependseddaximum
Transmission Unit (MTU) size supported by the underlyingumek layer. In
most cases, each TCP segment is carried in one IP packete timmterms
segment and packet are often used interchangeably. TheotaBEP is to
divide the application-layer data into one or more segmetméssmit them
across the network, and deliver them reliably (and in ordierthe receiving
TCP. Each segment carries an explicit sequence numbehdagourposes of
ordering and reliability.
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There are several mechanisms in TCP to ensure reliable jpaekesry. For
example, when a sender transmits a segment, it sets a tifntlels segment is
received successfully, then the receiver sends back amatgdgement (ACK).
TCP ACKs are cumulative, and always indicate the next exgpEtCP sequence
number. The sender uses the ACK for flow control and errorrobptirposes,
as well as to estimate the round-trip time (RTT) to the desitom. If the timer
expires before an ACK is received, then the sender retraash@ outstanding
segment. Another commonly used strateg¥ast Retransmiffloyd], which
uses duplicate ACKs to trigger the retransmission of a missegment, often
well before the retransmission timer expires. This appnoaorks well in
recovering from single packet losses [fall].

TCP uses sliding window flow control to limit the maximum nuanbf bytes
outstanding (i.e., not yet acknowledged) between a semdka eeceiver at any
time. A sender is allowed to transmit the segments in a windeguickly as it
wishes, providing that data is available to transmit. As ACife received, the
flow control window advances, and new segments are traresinitt

A congestion control mechanism was added to TCP in 1988 dbaisel-
gorithms proposed by Jacobson [jacobson]. These algasithee adaptive
window-based flow control to achieve congestion controlgesithe IP network
layer in the Internet does not provide congestion control.

In TCP congestion control, the flow control window size isustied dynam-
ically based on two TCP state variables: the congestion ewn@wnd, and
the slow-start thresholdsgthresh  The initial value ofcwndis one segment,
andcwndis increased as successful ACKs are received. The incre@sgo-
nential in the slow-start phase (i.e., doublingndevery RTT, untilssthreshs
reached), and linear in the congestion avoidance phasar{ceeasingcwndby
one segment for every complete window’s worth of data exgbdj[jacobson].

TCP uses packet loss (due to buffer overflow at a router) amplidit signal
of network congestion. Each time a packet loss is detect€®, Updates its
estimate of the slow-start threshold (e.gsthresh = cwnd/2), reduces its
congestion window size (e.gewnd = M SS), and re-enters the slow-start
phase. Théast Recoveryfloyd] mechanism reduces the congestion window
size by half (e.g.cwnd = cwnd/2) following a Fast Retransmit, rather than
reducing it to one segment.

The foregoing algorithms are part of most TCP implementestidncluding
Reno TCP and New Reno TCP that are widely used on the Intextest {floyd].

5. Protocol Performance | ssues

Many interesting protocol interactions occur when TCPriteinet applica-
tions are carried over wireless access networks such as 88EH 1b WLANS.
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This section discusses four examples of these Wirelesm#itgrotocol per-
formance problems.

Wireless TCP Performance

A well-documented TCP performance problem occurs if paclese lost
in wireless networks [itcp, wirelesstcp2, wirelesstc@hrfiy, victor, surveyl.
Most TCP implementations use packet loss as an implicitasigh network
congestion, and use backoff mechanisms to reduce the paekkbffered to
the network. This design assumption is clearly articuldtethe TCP slow
start congestion control mechanism [jacobson]. This aggravorks well for
the wired Internet, since losses of packets due to congedtiminate packet
losses due to transmission errors. In wireless networksetier, the situation
is reversed: losses due to transmission errors dominatgestion losses. Upon
losing a packet due to a transmission error, the desiredvimiran a WLAN
is to retransmit right away, but a conventional TCP impletagon instead
experiences timeout and backoff. This behaviour can leacetp low TCP
throughput on wireless networks [wirelesstcp2].

One solution to this wireless TCP performance problem isriplement
a “wireless-aware” version of TCP at the boundary betweenwhred back-
bone network and the wireless access network. This appr@afdrred to as
Proxy-TCP, Indirect-TCP, or Snoop-TCP in the literatugitally splits the
end-to-end TCP control loop into two smaller control loopsth one cover-
ing the wired segment of the network, and the other the wsseekegment of
the network. The parameters for these two control loops easetb and tuned
separately, with the intermediate TCP “proxy” handling khdfering and for-
warding of packets between the communicating TCP endpoMitkile this
approach technically violates the end-to-end semanti@C# acknowledge-
ments, it is effective in improving TCP performance overeigss network
environments [wirelesstcpl].

Our own network protocol performance research at the Unityenf Cal-
gary has identified three additional TCP-related perforregaroblems in IEEE
802.11b wireless LANs [KXW 2003]. These problems are:

= low throughput from improperly configured wireless netwgdeds;
= network thrashing from dynamic MAC-layer rate adaptatiand
= high collision rates between TCP data and acknowledgenesaiets.

In the following paragraphs, we briefly describe each of¢hm®tocol perfor-
mance problems. Further details are provided in [KXW 2003].

The first anomaly that we observed in our IEEE 802.11b WLAN \oas
TCP throughput for bulk data transfers. The throughput vgs@imately 1.2
Mbps, compared to the expected value of approximately 6 @dMbhe primary
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cause for this problem was an improperly configured netwarti cIn particular,

the Linux device driver for the IEEE 802.11b card was sté#licsetting the

card’s transmission rate to 2 Mbps rather than 11 Mbps. Wendised this
problem with the help of a wireless network analyzer: the Plt&ader of
each transmitted frame showed a signal speed of 2 Mbps. Hiecame

header is transmitted at 1 Mbps, and the payload at 2 Mbps nib isurprise
that our throughput barely exceeded 1 Mbps. Fixing the d@egliover setting

increased throughput by about a factor of 4. A related, buthhmore subtle
performance problem has to do with the Universal Serial RISE) protocol

used to transfer TCP/IP packets from the kernel to the néteand or vice versa.
Because the USB transfer size is much smaller than the T@RdARet size, the
USB overhead can dominate. Forthe 8 different USB configamatonsidered
in [KXW 2003], the TCP throughput varied by more than an oafenagnitude,

from 0.4 Mbps to 5.2 Mbps. For many of these configuratiors|tBB was the
bottleneck. Only in a few of the configurations did the thropigt approach the
theoretical capacity of an IEEE 802.11b WLAN. These obdé@rma highlight

the importance of proper parameter configuration at allrsgd the protocol

stack.

The second performance anomaly that we observed was retated dy-
namic rate adaptation feature in IEEE 802.11b. That isgifittk-layer protocol
detects an excessive number of retransmissions when ugjhglata rate (11
Mbps) transmissions, it can revert to lower-rates (e.&. \Nsbps, 2 Mbps, or 1
Mbps) on subsequent retransmissions, which may be moteré$o wireless
channel errors. We tested this rate adaptation behavicaMifLAN environ-
ment with poor signal quality and user mobility. We foundttb@me implemen-
tations of dynamic rate adaptation produce a cyclic patbémate oscillation,
which in turn results in frequent periodic TCP packet losgeeater hysteresis
is required in the channel quality estimation if dynamiceratiaptation is to
perform well in a noisy WLAN environment.

The third and final performance anomaly that we noticed wasxaBssive
number of collisions on the WLAN when the TCP protocol is usédr exam-
ple, with UDP for wireless data transfers, collision rateslzelow 0.5% on the
WLAN. With TCP, the collision rates are 4-7%. What is partasily surprising
about these collision rates is that they occur with ongirgle wireless client
(communicating with a server on a wired network), competiridp the AP for
use of the wireless channel. We have shown experimentallyttis high col-
lision rate is related to TCP: namely, the contention betwE€P data packets
sent by the client and TCP ACK packets being forwarded by tRelAe design
of the IEEE 802.11b MAC protocol assumes that stations geadrames at
random times. With TCP, this assumption is not true. A semdiation often
has a backlog of frames to send, as soon as the channel aomes®ppermits.
Similarly, TCP ACK packets are traversing the reverse patthe network,
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contending for the channel at the wireless access link. TOB-Tevel ACKs
induce correlated behaviours on the network, leading tohigber collision
rates observed. Fortunately, the random backoff in the M&@r retransmis-
sion resolves most of these collisions without causing Taéket loss, but the
efficiency of the IEEE 802.11b WLAN still suffers.

Multi-hop Ad Hoc Networks

TCP performance can suffer greatly in multi-hop wirelesdhiad networks,
where intermediate wireless nodes are used as routersrigarfing packets
from a source to a destination. Performance problems awise the physical
characteristics of the wireless channel, the Medium Acémstrol (MAC)
protocols, node mobility, and the dynamics of TCP.

Ignoring node mobility for the moment, even the topology ofad hoc
network and the wireless propagation characteristics daaraely affect TCP
performance. For example, Fai al. [gerla] use simulation and analysis to
show that in an N-hop “chain” network topology, the end-tml& CP through-
put is much lower than the nominal throughput of the wirelelsannel. The
problems occur because of the burstiness of TCP transmsssioultiple TCP
data packets within the congestion window are competingli@annel access
on the forward path, multiple TCP ACK packets are competimgchannel
access on the reverse path, and interference effects atitbiess layer (e.g.,
hidden node, exposed node) preclude adjacent nodes onutivegrpath from
forwarding packets at the same time. &wal. recommend a carefully chosen
TCP window size that depends on the routing path length, @\gindow size
of N/4 packets for an N-hop chain topology gives the maxim@PTthrough-
put [gerla]). Other authors propose rate-based flow comrahulti-channel
approaches to expedite TCP data transfer [multichannel, S\VA002].

Node mobility in ad hoc networks can make the TCP performgmoblem
evenworse. Inadditionto network congestion and wirelbssnel errors, node
mobility can produce ¢hird type of packet loss: losses due to transient routing
failures when IP routing paths are disrupted. The TCP paidtbhas no way to
differentiate these types of packet losses. Some authweesgnaposed Explicit
Loss Notification (ELN) [wirelesstcp2], so that TCP packensmissions are
suspended while the IP route discovery process is reiaitia

Wireless M edia Streaming

The popularity of multimedia streaming on the Internet, bomad with the
growing deployment of wireless access networks, augursgheerging usage
of these two technologies in the not-too-distant futurepdtience with wireless
multimedia streaming on today’s networks can provide Maliansights into
the design of future wireless multimedia networks and @japibns.
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In a recent paper [KW 2002], we presented a measurement sfudgal-
Media streaming traffic on an indoor IEEE 802.11b wireles$\L.Ahe traffic
is analyzed hierarchically, from the application layerte hetwork layer to the
data link layer. We focus on the traffic structure at eachriagmed on interaction
effects across layers.

Our main observation is that multimedia streaming quatityuite robust in
all but the poorest channel conditions, despite the intidxanstiness of both the
RealMedia application workload and wireless channel srr@everal factors
contribute to these good results. First, although Realvidéypically Variable-
Bit-Rate (VBR) at the application layer, it is often streahss Constant-Bit-
Rate (CBR) at the network layer, reducing burstiness ansl the chances of
packet losses due to buffer overflow in the network path. Secuwhile the
wireless channel has bursty error characteristics, MA@ilaetransmission in
802.11b hides most errors from higher-layer protocolsafmnthe application
layer's NACK-based error control is effective in recoverimissing packets
when needed. Our results demonstrate the viability of meltiia streaming
on current and future wireless LANS.

Wireless Web Performance

Two of the most popular Internet technologies from the pasyears are the
World Wide Web and wireless networks. A natural step in theelgss Internet
evolution is the convergence of these technologies to foeriwireless Web™:
the wireless classroom, the wireless campus, the wireffiss,cand the wireless
home. In fact, the same technology that allows Web clientsetmobile (i.e.,
wireless network cards) also enables the deployment ofagise/Neb servers.

Mobile Web servers play a useful roleshort-lived networksA short-lived
(or portablg network is created spontaneously, inahhocfashion, at a par-
ticular location in response to some event (scheduled ochatkiled). The
network operates for some short time period (minutes to $)olefore being
disassembled, moved, and reconstituted elsewhere. Egarmopbdeployment
scenarios for short-lived networks are sporting eventsaster recovery sites,
press conferences, conventions and trade shows, andodasarea networks.
The potential for entertainment applications (e.g., msti@aming, home net-
working, multi-player gaming) is also high. In many of thesmtexts, an ad
hoc wireless network (with a wireless Web server as an in&tion repository)
provides a suitable solution.

In recent work [BOW 2003, BW 2003, Ola 2003], we have explotieel
feasibility of wireless Web servers. In [BW 2003], we pressmulation results
that are validated with empirical measurements from wieMeb server usage
in a classroom environment. These measurements are themeatep with
laboratory tests to determine experimentally the uppemtdewn achievable
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Figure 5.7. Experimental Setup for Wireless Web Server Benchmarking

performance [BOW 2003, Ola2003]. In particular, we focutimperformance
capabilities of an Apache Web server running on a laptop caenpvith an IEEE
802.11b wireless LAN interface.

The experimental setup for our measurements is illustiatEdyure 5.7. We
study in-building Web performance for wireless Web clier& mobile com-
puters are configured in ad hoc mode, since no existing nktinfrastructure
is assumed. The clients download content from the wirelesb ¥érver. A
wireless network analyzer is used to collect and analyzesr&rom the experi-
ments, with traffic analysis spanning from the Medium Acdgestrol (MAC)
layer to HTTP at the application layer.

Our experiments focus on the HTTP transaction rate and@+wahd through-
put achievable in an ad hoc wireless network environment,tha impacts of
factors such as number of clients, Web object size, andgtersiHT TP connec-
tions. The results show the impacts of the wireless netwotkdneck, either
at the client or the server, depending on the Web workloadsiftent HTTP
connections offer significant improvements both in thrqughand in fairness
for mobile clients accessing content from a wireless Webeser

There are three main observations from our wireless Weleserperiments:

s TCP is an extremely “chatty” protocol for wireless Web aczesAn
example of its behaviour is shown in Figure 5.8(a). Downingca
single 1 KB Web object using HTTP/1.0 requires 10 TCP packats
the network, with 6 sent by the client and 4 by the server. Ghbf
these packets carry actual user-level data: the client'$ @guest that
specifies the desired URL, and the server's HTTP respon$ethat\Web
object data. The other packets are TCP control packets &blest,
maintain, update, and close TCP connection state infoomafihis 80%
protocol overhead has dire performance impacts when WLAKhobl
access is the bottleneck. In our experiments, the Web seaveachieve
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Figure 5.8. Example of a1 KB HTTP Transaction on IEEE 802.11b WLAN: (a)TH#T1.0; (b)
HTTP/1.1

only about 100 HTTP/1.0 transactions per second for 1 KBatbjel he
user-level throughput is below 1 Mbps.

Persistent-HTTP connections [PM 1995] improve perfornednca fac-
tor of 3 to 5 in the WLAN environment. The performance advges&
arise because the TCP connection handshaking packets arézaah
over multiple HTTP transactions. For example, the first HTERsac-
tion within the TCP connection in Figure 5.8(b) requires 4PTi@ackets,
rather than 10. The second HTTP transaction requires onlgR gack-
ets, since it takes advantage of TCP ACK piggybacking onaourtt
data packets in each direction. The same observation agplithe third
HTTP transaction to retrieve another embedded object il page.
This TCP efficiency dramatically reduces the demand on thelegs
channel access protocol, leading to much faster HTTP regpiime and
better network throughput.

= The wireless network bottleneck manifests itself diffiretiepending on
the Web workloadFor small Web objects, the bottleneck is at the client:
there is a finite limit on the HTTP request rate that can besaglti before
packets are lost from the link-layer transmit queue at thlentl For large
Web obijects, the bottleneck is at the server, since it serute packets
(and larger packets) than the client.
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s TCP behaviour is erratic under overloatiVe have observed two anoma-
lous TCP phenomena. For multiple clients requesting smab @bjects
from the server, the bottleneck at the server’s outgoingsimat queue can
lead to TCP packet loss. The loss of TCP connection handgizaitets
can severely affect clients, even leading to unfairnessldfge Web ob-
jects, multiple clients can causetwork thrashingwherein the WLAN is
so busy sending TCP data packets and retransmissionsitrgsaven-
tually timeout and abort their HTTP transfers, drasticattgucing the
goodput of the network.

All three of these problems manifest themselves acutehnitEE£E 802.11b
WLAN environment [BOW 2003].

6. Summary and Outlook

Wireless Internet technologies have progressed tremehddu the past
five years, and will continue to reshape the networking laags in the years
ahead. The IEEE 802.11b wireless LAN standard has been a ipejbof
the success story. This WiFi standard provides a flexible aost-effective
solution for wireless network access, while supporting ilealsers in either the
infrastructure mode or the ad hoc mode of operation. Theleset achievable
throughput on IEEE 802.11b WLANSs is approximately 6 Mbpgian order
of magnitude faster than on previous generation wireledsigogies.

The future of wireless Internet is even brighter. The IEER.8Qa standard
promises up to 54 Mbps of physical-layer transmission cégac a much less
crowded portion of the electromagnetic spectrum. Thisretdgy will offer
about 32 Mbps of user-level throughput for TCP/IP netwagkapplications.
Next-generation wireless networking technologies prergseater software
support, easier network configuration, better network sggand lower prices.

Wireless network access technologies will soon become\asibie part of
our ubiquitous computing infrastructure. Neverthelesstqrol performance
issues will continue to be a problem. Understanding thest®pol performance
problems, and solving them, will be important to maximize thenefits of
Wireless Internet technologies.
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