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#### Abstract

We present efficient algorithms for computing discrete logarithms in the class group of a quadratic order and for principality testing in a real quadratic order, based on the work of Düllmann and Abel. We show how the idea of generating relations with sieving can be applied to improve the performance of these algorithms. Computational results are presented which demonstrate that our new techniques yield a significant increase in the sizes of discriminants for which these discrete logarithm problems can be solved.
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## 1. Introduction

It is well known that finite Abelian groups offer an excellent setting for cryptographic protocols [15], in particular, groups $G$ in which the discrete logarithm problem (DLP) is intractable. That is, given $g, a \in G$, it should be beyond the reach of an adversary to recover an integer $x$ such that $g^{x}=a$, or determine that no such $x$ exists. Several types of finite Abelian groups have been proposed for this purpose, including the original idea of the multiplicative group of a finite field modulo a prime [15], the group of points on an elliptic curve over a finite field [20], [27], the group of points on a hyperelliptic curve [21] over a finite field, and others.

The ideal class group of an imaginary quadratic order has received attention in the context of key exchange protocols [9], [25], cryptosystems [18], and even an identification scheme [26]. Although not yet practical, such systems have the advantage that breaking them appears to be at least as difficult as factoring, and quite possibly harder. Real quadratic orders have also been proposed for use in these contexts [29], [2]. Breaking theses systems also appears to be at least as difficult as factoring, and they have the distinction of being the first discrete logarithm-based systems to
make use of a structure which is not a group, namely the infrastructure of the principal class.

In quadratic orders, the general discrete logarithm problem is the following:
Problem 1.1. Given ideals $\mathfrak{a}, \mathfrak{b}$ of $\mathcal{O}_{\Delta}$, compute $\alpha \in \mathbb{Q}(\sqrt{\Delta})$ and $x \in \mathbb{Z}_{\geq 0}$ such that

$$
\mathfrak{a}=\alpha \mathfrak{b}^{x}
$$

or determine that no such $x$ and $\alpha$ exist.

Most cryptosystems based on quadratic orders rely on the difficulty of this problem, or some special case of it [9], [29]. In imaginary quadratic orders, the most difficult part of solving Problem 1.1 is computing the exponent $x$. Since every ideal class has a single unique reduced representative, the problem can be reduced to computing the discrete logarithm of two ideal classes in $C l_{\Delta}$. The class group is a finite Abelian group, so generic methods such as those in [6] can be directly applied. If desired, $\alpha$ can be found by computing the quadratic number $\alpha$ such that $(1 / \alpha) \mathfrak{b}^{x} \mathfrak{a}^{-1}$ is reduced. However, the size of the class group is approximately $\sqrt{|\Delta|}$, so for large discriminants generic algorithms are too slow.

In real quadratic orders, the situation is reversed. In general, computing $\alpha$ is the most difficult part of solving Problem 1.1, since most real quadratic orders have small class numbers. If we are given the exponent $x$, then $\alpha$ is the generator of the principal ideal $\mathfrak{b}^{-x} \mathfrak{a}$. Thus, one needs to be able to do principal ideal testing in order to solve Problem 1.1 in real quadratic orders. Baby-step giant-step methods are applicable here, but since the regulator is roughly as large as $\sqrt{\Delta}$ when the class number is small, they quickly become impractical for large discriminants.

Subexponential algorithms have been proposed for computing discrete logarithms in the class group [4] and for principality testing [1], [12]. Both algorithms require that the class group and regulator be computed, together with data accumulated during the course of the computation, after which any instance of the discrete logarithm problem can be solved relatively quickly. Assuming the Extended Riemann Hypothesis, it has been shown [4], [1] that these algorithms will compute discrete logarithms in expected time

$$
L[\beta]=(\exp \sqrt{\log \Delta \log \log \Delta})^{\beta+o(1)}
$$

where $\beta=\sqrt{2} \approx 1.41$ when $\Delta<0$ and $\beta=5 \sqrt{3} / 6 \approx 1.44$ when $\Delta>0$. The overwhelming majority of time spent in these algorithms is in the computation of the class group and regulator, after which each individual discrete logarithm problem can be solved in expected time $L\left[\frac{1}{2}\right]$.

Buchmann and Düllmann have implemented their algorithm [4], and they were able to solve instances of the discrete logarithm problem for imaginary quadratic orders with discriminants of as many as 40 decimal digits. For real quadratic orders, class groups and regulators have been computed for orders with discriminants of as many as 41 decimal digits using an implementation of the algorithm described in [12], so principality testing is certainly possible for these orders as well.

The improved algorithm for computing class groups and regulators from [19] can be applied almost directly to these existing algorithms in order to speed up the precomputation step of computing the class group and regulator. The major development in this algorithm is the application of sieving to the process of generating random relations. An important component of both the discrete logarithm algorithm in the class group and the principality testing algorithm is computing a representation of a given ideal over the factor base, and the idea of relation generation with sieving can also be applied to speed up this step. Further improvements can be obtained in the linear algebra necessary to compute discrete logarithms in the class group and in computing an approximation of $\delta(\alpha)$ for principality testing.

Unfortunately, these algorithms, although significantly more efficient in practice, make use of a number of heuristic ideas, and as such are difficult to analyze without relying on additional unproved hypotheses. Thus, in this paper we focus on the practical performance of our algorithms. We review the algorithms of [4], [1], and [12], and describe our improved versions of both, together with computational results demonstrating their efficiency.

## 2. Quadratic Orders

We give here a brief review of the concepts related to quadratic orders which we will need in this exposition. For further details and proofs, the interested reader is invited to refer to any standard text on the subject, for example [17], [10].

Given a non-square integer $\Delta \equiv 0,1(\bmod 4)$, the quadratic order of discriminant $\Delta$ is defined as the $\mathbb{Z}$-module

$$
\mathcal{O}_{\Delta}=\mathbb{Z}+\frac{\Delta+\sqrt{\Delta}}{2} \mathbb{Z}
$$

$\mathcal{O}_{\Delta}$ is a Dedekind domain, and its field of quotients is the quadratic field $\mathbb{Q}(\sqrt{\Delta})$. The units in $\mathcal{O}_{\Delta}$ can be completely characterized as follows. If $\Delta<0$, there are finitely many units given by

$$
\begin{cases} \pm 1 & \text { if } \quad \Delta<-4 \\ \pm 1, \pm i & \text { if } \quad \Delta=-4 \\ \pm 1, \pm i, \frac{1 \pm \sqrt{-3}}{2} & \text { if } \quad \Delta=-3\end{cases}
$$

If $\Delta>0$, the unit group is given by

$$
\mathcal{O}_{\Delta}^{*}=\left\langle\varepsilon_{\Delta}\right\rangle \times\langle-1\rangle .
$$

In other words, the unit group of a real quadratic order is the direct product of the infinite cyclic subgroup generated by $\varepsilon_{\Delta}>1$, the fundamental unit, and the torsion subgroup $\langle-1\rangle$ or order 2 . We define the regulator as $R_{\Delta}=\log \varepsilon_{\Delta}$.

A fractional ideal of $\mathcal{O}_{\Delta}$ can be represented by the $\mathbb{Z}$-module

$$
\mathfrak{a}=q\left[a \mathbb{Z}+\frac{b+\sqrt{\Delta}}{2} \mathbb{Z}\right],
$$

where $a, b \in \mathbb{Z}, b^{2}-\Delta \equiv 0(\bmod 4 a)$, and $q \in \mathbb{Q}$ [22], [8]. In this representation, $a$ and $q$ are unique, and $b$ is unique modulo $2 a$. The norm of $\mathfrak{a}$ is given by $\mathcal{N}(\mathfrak{a})=q^{2} a$. The product of two ideals is defined as $\mathfrak{a b}=\left\{\sum_{(a, b) \in U} a b: U \subset \mathfrak{a} \times \mathfrak{b}\right.$ finite $\}$. For any ideal $\mathfrak{a}$ represented as above, if we have $\operatorname{gcd}\left(a, b,\left(b^{2}-\Delta\right) / 4 a\right)=1$, then $\mathfrak{a}$ is invertible under this operation, and its inverse is given by

$$
\mathfrak{a}^{-1}=\frac{1}{q}\left[\mathbb{Z}+\frac{-b+\sqrt{\Delta}}{2 a} \mathbb{Z}\right]
$$

$\mathcal{O}_{\Delta}$ is a unit under ideal multiplication, and it is easy to see that $\mathcal{I}_{\Delta}$, the set of invertible ideals of $\mathcal{O}_{\Delta}$, forms a group under this operation. Efficient algorithms for ideal multiplication can be found in [5] and [19].

It can be shown that every ideal of $\mathcal{O}_{\Delta}$ is generated by at most two elements of $\mathcal{O}_{\Delta}$, i.e., we can write the ideal $\mathfrak{a}$ as a $\mathcal{O}_{\Delta}$-module $\alpha \mathcal{O}_{\Delta}+\beta \mathcal{O}_{\Delta}$ for some $\alpha, \beta \in \mathcal{O}_{\Delta}$. If $\mathfrak{a}=\alpha \mathcal{O}_{\Delta}$, it is called a principal ideal. The set of invertible, principal ideals, $\mathcal{P}_{\Delta}$, forms a subgroup of $\mathcal{I}_{\Delta}$ under ideal multiplication. The class group of $\mathcal{O}_{\Delta}$, denoted by $C l_{\Delta}$, is defined as the factor group $\mathcal{I}_{\Delta} / \mathcal{P}_{\Delta}$. The class group is a finite Abelian group, and we define the class number $h_{\Delta}$ as its order. Elements of $C l_{\Delta}$ will be denoted by [a]. Clearly, if $\mathfrak{a}, \mathfrak{b} \in[\mathfrak{a}]$, then $\mathfrak{a}=\beta \mathfrak{b}$ for some $\beta \in \mathbb{Q}(\sqrt{\Delta})$. In this case we say that $\mathfrak{a}$ and $\mathfrak{b}$ are equivalent, written $\mathfrak{a} \sim \mathfrak{b}$.

We call the ideal $\mathfrak{a}$ reduced if

$$
\begin{cases}-b<a<b, \quad b>0 \quad \text { when } \quad a=\frac{b^{2}-\Delta}{4 a} & \text { if } \quad \Delta<0 \\ \sqrt{\Delta}-2 a<b<\sqrt{\Delta}+2 a & \text { if } \quad \Delta>0\end{cases}
$$

Any given ideal can be reduced quickly [10], and we define the operation in the class group as ideal multiplication followed by reduction, i.e., all arithmetic will be performed with reduced ideals. This has the advantage that the operands used are bounded by $\sqrt{|\Delta|}$ [10]. For $\Delta<0$, there is exactly one reduced ideal per equivalence class. If $\Delta>0$, this is unfortunately not the case, but there are finitely many reduced representatives. If $(\alpha) \mathcal{O}_{\Delta}=\mathfrak{a}$, we call $\alpha$ the generator of the principal ideal $\mathfrak{a}$, and we define the distance as $\delta(\mathfrak{a})=\delta(\alpha)=\frac{1}{2} \log |\alpha / \sigma(\alpha)|\left(\bmod R_{\Delta}\right)$. For two reduced principal ideals $\mathfrak{a}$ and $\mathfrak{b}$, it can be shown that $\delta(\mathfrak{a b}) \approx \delta(\mathfrak{a})+\delta(\mathfrak{b})$. Using this construction, Shanks showed that some structure can be imposed among the reduced principal ideals, called the infrastructure [31], [22], [19]. The infrastructure exhibits group-like properties, in fact, the only group axiom which fails is associativity.

The prime ideals of $\mathcal{O}_{\Delta}$ can be characterized as follows. If $(\Delta / p) \neq-1$ and $b_{p}$ is the uniquely determined square root of $\Delta(\bmod 4 p)$ with $0 \leq b_{p} \leq p$, then

$$
\mathfrak{p}(p)=p \mathbb{Z}+\frac{b_{p}+\sqrt{\Delta}}{2} \mathbb{Z}
$$

are the prime ideals of norm $p$. Given any invertible integral ideal, we can represent it as a unique power-product of prime ideals.

Theorem 2.1. If for some invertible ideal $\mathfrak{a}=a \mathbb{Z}+((b+\sqrt{\Delta}) / 2) \mathbb{Z}$ we have

$$
\mathcal{N}(\mathfrak{a})=\prod_{p \text { prime }} p^{t(p)}
$$

then $\mathfrak{a}$ is equal to

$$
\prod_{p \text { prime }} \mathfrak{p}(p)^{e(p) t(p)},
$$

where $e(p) \in\{-1,1\}$ such that $b \equiv e(p) b_{p}(\bmod 2 p)$.
Thus, in order to factor an invertible integral ideal, one simply factors its norm (an integer) and applies Theorem 2.1.

Let $\mathfrak{a}=a \mathbb{Z}+((b+\sqrt{\Delta}) / 2) \mathbb{Z}$ be an integral ideal of $\mathcal{O}_{\Delta}$. The norm form of $\mathfrak{a}$ is the binary quadratic form $f=a X^{2}+b X Y+c Y^{2}$, where $c=\left(b^{2}-\Delta\right) /(4 a)$. Every element $\alpha=a x+((b+\sqrt{\Delta}) / 2) y \in \mathfrak{a}$ for fixed $x, y \in \mathbb{Z}$ has norm $\alpha \sigma(\alpha)=a f(x, y)$, where $\sigma(\alpha)=a x+((b-\sqrt{\Delta}) / 2) y$.

Proposition 2.2. If $f$ is the norm form of $\mathfrak{a} \in \mathcal{O}_{\Delta}$ and $f(x, y)=n$ for some $x, y \in \mathbb{Z}$, then there exists an ideal $\mathfrak{b}=n \mathbb{Z}+\left(\left(b^{\prime}+\sqrt{\Delta}\right) / 2\right) \mathbb{Z}$ such that $\mathfrak{a} \sim \mathfrak{b}$.

Proof. Construct a form $g$ by solving the linear Diophantine equation

$$
u x+v y=1
$$

for $u$ and $v$ and then applying the transformation matrix

$$
\left[\begin{array}{rr}
x & -v \\
y & u
\end{array}\right] \in G L(2, \mathbb{Z})
$$

to $f$, yielding the form $g=f(x, y) X^{2}+(2(a s u+c t v)+b(s v+t u)) X Y+f(u, v) Y^{2}=$ $n X^{2}+b^{\prime} X Y+c^{\prime} Y^{2}$. Since $g$ is obtained from $f$ via a unimodular transformation of variables, we have $f \sim g$. Furthermore, $g$ is the norm form of an ideal

$$
\mathfrak{b}=n \mathbb{Z}+\frac{b^{\prime}+\sqrt{\Delta}}{2} \mathbb{Z}
$$

and it can be shown that $f \sim g$ implies $\mathfrak{a} \sim \mathfrak{b}$ [10].

## 3. Discrete Logarithms in Cl

Let $\mathcal{O}_{\Delta}$ be any quadratic order. In this section we restrict our attention to solving the following problem:

Problem 3.1. Given reduced ideals $\mathfrak{a}, \mathfrak{b} \in C l_{\Delta}$, compute $x \in \mathbb{Z}_{\geq 0}$ such that

$$
[\mathfrak{a}]=[\mathfrak{b}]^{x},
$$

or determine that no such $x$ exists.

In order to solve the more general Problem 1.1, it is first necessary to compute $x$ by solving Problem 3.1. For cryptographic purposes, the intractability of this problem is especially important in the context of protocols based on imaginary quadratic orders [9], [25], [18], [26]. These protocols are usually not directly adapted to real quadratic orders since the class number is almost always small [13]. However, since instances of real quadratic orders with large class groups and small regulators can be constructed easily, for example $\Delta=10^{x}+1$ with $x$ even, we will not omit this case in the following discussion.

Our algorithm stems from earlier work by Buchmann and Düllmann [4]. The main idea behind their algorithm is as follows. First, compute the structure of $C l_{\Delta}$ as a direct product of cyclic subgroups,

$$
C l_{\Delta} \cong \bigotimes_{i=1}^{l} C\left(m_{i}\right)
$$

together with generators $\mathfrak{g}_{i}$ of each cyclic subgroup (order of $\mathfrak{g}_{i}$ in $C l_{\Delta}$ is $m_{i}$ ). Then compute the representations

$$
\mathfrak{a} \sim \prod_{i=1}^{l} \mathfrak{g}_{i}^{a_{i}}
$$

and

$$
\mathfrak{b} \sim \prod_{i=1}^{l} \mathfrak{g}_{i}^{b_{i}}
$$

of $\mathfrak{a}$ and $\mathfrak{b}$ over the generators. If Problem 3.1 is solvable, then there exists $x \in \mathbb{Z}_{\geq 0}$ such that

$$
\prod_{i=1}^{l} \mathfrak{g}_{i}^{a_{i}} \sim \prod_{i=1}^{l} \mathfrak{g}_{i}^{x b_{i}}
$$

and $x$ can be found by solving the system of simultaneous congruences

$$
\begin{equation*}
a_{i} \equiv x b_{i} \quad\left(\bmod m_{i}\right), \quad 1 \leq i \leq l, \tag{3.1}
\end{equation*}
$$

using the generalized Chinese remainder theorem. If (3.1) cannot be solved, then there is no solution to Problem 1.1.

### 3.1. Computing the Class Group

The first problem which must be solved in order to implement this method is to compute the structure of $C l_{\Delta}$. We used the method described in [19] (Algorithm 4.3). The underlying strategy of this algorithm is the same as that of Hafner and McCurley [16] and its variants [14], [3], [1], [11]. Suppose we have computed a factor base $F B=\left\{\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{k}\right\}$ consisting of invertible prime ideals such that the equivalence classes of some subset of $F B$ generates $C l_{\Delta}$. For $\vec{v} \in \mathbb{Z}^{k}$ we define

$$
F B^{\vec{v}}=\prod_{i=1}^{k} \mathfrak{p}_{i}^{v_{i}}
$$

where $\mathfrak{p}_{i} \in F B$. We call $\vec{v}$ a relation if $F B^{\vec{v}} \sim \mathcal{O}_{\Delta}$, i.e., the ideal given by $F B^{\vec{v}}$ is principal. A generating system $L=\left\{\vec{v}_{1}, \ldots, \vec{v}_{n}\right\}$ of the relation lattice

$$
\begin{equation*}
\Lambda=\left\{\vec{v} \in \mathbb{Z}^{k} \mid F B^{\vec{v}} \sim \mathcal{O}_{\Delta}\right\} \tag{3.2}
\end{equation*}
$$

is then produced, which is the kernel of the homomorphism

$$
\begin{equation*}
\mathbb{Z}^{k} \rightarrow C l_{\Delta}, \quad \vec{v} \rightarrow F B^{\vec{v}} \tag{3.3}
\end{equation*}
$$

Since the equivalence classes of the ideals of $F B$ generate the class group, it follows that the homomorphism 3.3 is surjective, and we have

$$
C l_{\Delta} \cong \mathbb{Z}^{k} / \Lambda
$$

This implies that $\Lambda$ is a $k$-dimensional lattice and its determinant is equal to $h_{\Delta}$. Also, the relation matrix $A=\left(\vec{v}_{1}^{T}, \ldots, \vec{v}_{n}^{T}\right)$, the matrix formed by taking the relations $\vec{v}_{i}$ as columns, has rank $k$. The diagonal elements which are greater than 1 in $S$, the Smith normal form of $A$, are precisely the elementary divisors of $C l_{\Delta}$.

This strategy can be easily extended to compute class groups and regulators of real quadratic orders [3], [1]. In this case, we compute relations of the form ( $\vec{v}, \log |\gamma|)$ where $F B^{\vec{v}}=(\gamma)$, i.e., $\gamma$ generates the principal ideal $F B^{\vec{v}}$. We produce a generating system

$$
L^{\prime}=\left\{\left(\vec{v}_{1}, \log \left|\gamma_{1}\right|\right),\left(\vec{v}_{2}, \log \left|\gamma_{2}\right|\right), \ldots,\left(\vec{v}_{l}, \log \left|\gamma_{l}\right|\right)\right\}
$$

of the extended relation lattice

$$
\begin{equation*}
\Lambda^{\prime}=\left\{(\vec{v}, \log |\gamma|) \in \mathbb{Z}^{k} \times \mathbb{R} \mid F B^{\vec{v}}=(\gamma)\right\} \tag{3.4}
\end{equation*}
$$

Then, if $\Lambda$ is the part of $\Lambda^{\prime}$ in $\mathbb{Z}^{k}$, as before we have $C l_{\Delta} \cong \mathbb{Z}^{k} / \Lambda$. Furthermore, it can be shown [3] that $\operatorname{det}\left(\Lambda^{\prime}\right)=h_{\Delta} R_{\Delta}$, so by computing this determinant and the structure of $C l_{\Delta}$ we also get the regulator.

The major difference between our approach and that of [16], [14], etc., is in the way the generating system of the relation lattice is produced. The solution employed by earlier algorithms is to attempt to factor randomly produced ideals over the factor base. We replace this step by a sieve-based strategy similar to that used in the MPQS factoring algorithm [32]. The idea of employing sieving to compute relations in similar contexts was first suggested by Seysen [30], and later by Paulus [28].

In the MPQS, one sieves over quadratic polynomials $F(X)=a X^{2}+2 b X+c$ in order to find values of $x$ for which $F(x)$ completely factors over a finite factor base of prime integers. By sieving a polynomial $F(X)$ over an interval, we mean testing each value of $x$ in a given interval as to whether all the prime factors of $F(x)$ are contained in a finite, given set. The observation that $F(x) \equiv F(x+i p)(\bmod p)$ for $i \in \mathbb{Z}, p$ prime, allows one to use a sieve to perform this test rather than evaluating every value of $F(x)$ and attempting to factor it.

In our case, we first compute an ideal $\mathfrak{a}$ as a power-product of the prime ideals in our factor base $F B$, i.e., $\mathfrak{a}=F B^{\vec{e}}$ for some $\vec{e} \in \mathbb{Z}^{k}$. Then we search for integers $x$ and $y$ such that $f(X, Y)=a X^{2}+b X Y+c Y^{2}$, the norm form of $\mathfrak{a}$, factors over the norms of the ideals in $F B$. For each such pair $(x, y)$, there exists a quadratic number $\gamma$
such that $\mathfrak{a} /(\gamma)=\mathfrak{b}^{-1}$ splits over the factor base. We can explicitly compute $\mathfrak{b}$ and its decomposition over $F B$ using Proposition 2.2. Since $\mathfrak{a}$ splits over $F B$ by construction, we have that $\mathfrak{a b}=(\gamma)$ yields a relation.

The main work in generating relations with the strategy outlined above is finding smooth values of the quadratic polynomial $f(X, Y)$. It is certainly possible to sieve $f(X, Y)$ in two dimensions. However, most sieve-based factoring algorithms, including the MPQS, work exclusively with univariate quadratic polynomials. Hence, in order to parallel these factoring methods as closely as possible, we also work with the univariate polynomials $F(X)=f(X, 1)=a X^{2}+b X+c$.

We have thus reduced the problem of finding relations for class group computation to the same problem for finding relations in the MPQS factoring algorithm. A large amount of effort has been invested in making the MPQS and its variants as efficient as possible, and we attempt to make use of as many of these techniques as possible. most notable self-initialization. See [19] for more details and computational results.

### 3.2. Computing a System of Generators

Once the class group has been computed, the next step is to compute a system of generators of $C l_{\Delta}$. More generally, we need to be able to convert from representations of ideals as power-products of factor base elements,

$$
\mathfrak{a} \sim F B^{\vec{v}}
$$

to and from power-products of the generators,

$$
\mathfrak{a} \sim \prod_{i=1}^{l} \mathfrak{g}_{i}^{a_{i}}
$$

Suppose we are given a Hermite normal form basis $H=\left(h_{i, j}\right)_{k \times k}$ of the relation lattice $\Lambda$ (3.2). The diagonal entries of $S$, the Smith normal form of $H$, which are greater than 1 correspond to the elementary divisors of $C l_{\Delta}$. During the course of the Smith normal form computation we also compute $U, V \in G L(k, \mathbb{Z})$ (recall $k$ is the size of the factor base $F B$ ) such that

$$
S=U H V
$$

If $U^{-1}=\left(u_{i j}^{\prime}\right)_{k \times k}$, then

$$
\mathfrak{g}_{i} \sim \prod_{j=1}^{k} \mathfrak{p}_{j}^{u_{j i}^{\prime}}, \quad 1 \leq i \leq k
$$

form a system of generators of $C l_{\Delta}$, if we ignore those $g_{i} \sim \mathcal{O}_{\Delta}$, i.e., $m_{i}=1$. Conversely, if $U=\left(u_{i j}\right)_{k \times k}$, then for each factor base element $\mathfrak{p}_{j}$ we have

$$
\mathfrak{p}_{j} \sim \prod_{i=1}^{k} \mathfrak{g}_{i}^{u_{i j}}
$$

Thus, if $\mathfrak{a} \sim F B^{\vec{v}}$, it can be represented over the system of generators by

$$
\begin{equation*}
\mathfrak{a} \sim \prod_{i=1}^{k} \mathfrak{g}_{i}^{\left(\Sigma_{j=1}^{k} v_{j} u_{i j}\right)} \tag{3.5}
\end{equation*}
$$

For the purpose of computing discrete logarithms, all we need is the matrix $U^{-1}$-we never need to compute a system of generators explicitly. However, a partial verification of the class group is to check whether the orders of a system of generators are actually the elementary divisors. If the dimensions of $H$ are large, then it is very difficult to compute a system of generators, since it involves inverting a matrix of roughly the same dimension.

Algorithm 4.3 from [19] can be easily extended to compute a system of generators and all the information required to execute the transformations necessary for computing discrete logarithms, while avoiding the problem of computing the large transformation matrix $U$. Instead of computing the Smith normal form (SNF) of the entire matrix $H$, we use only its essential part, i.e., the matrix formed by the rows and columns of $H$ corresponding to diagonal entries greater than 1 . Let $H^{\prime}$ denote the essential part of $H$. Clearly, the diagonal entries greater than 1 in $\operatorname{SNF}\left(H^{\prime}\right)$ are the same as those of $\operatorname{SNF}(H)$, so we get the same elementary divisors of $C l_{\Delta}$. However, in practice the dimensions of $H^{\prime}$ are much smaller than those of $H$, and hence the Smith normal form transformation matrices will also be much smaller. Cohen and Lenstra [13] give heuristics which indicate that the class group is almost always cyclic or close to it, so we expect that the total number of elementary divisors will be small. The number of rows and columns in the essential part of $H$ is equal to or greater than the rank of $C l_{\Delta}$. In practice, if they differ at all it is only a very slight difference (see for example p. 145 of [14]).

### 3.3. Computing the Discrete Logarithm

Once the structure of $C l_{\Delta}$ is computed, we have to compute representations of $\mathfrak{a}$ and $\mathfrak{b}$ over a system of generators of $C l_{\Delta}$. If we know representations of $\mathfrak{a}$ and $\mathfrak{b}$ over the factor base $F B$ used to compute $C l_{\Delta}$, then we can use (3.5). In practice, we will require that representations of $\mathfrak{a}$ and $\mathfrak{b}$ be computed over the prime ideals of $F B$ corresponding to the essential part of the Hermite normal form relation matrix. However, in order to compute these representations, it is still necessary first to compute representations over the entire factor base.

Fortunately, computing these representations is no harder than finding a single relation corresponding to each of $\mathfrak{a}$ and $\mathfrak{b}$. As shown in [10], if we can find an ideal $\mathfrak{c}$ equivalent to $\mathfrak{a} F B^{\vec{v}}$ which factors over $F B$ as $\mathfrak{c}=F B^{\vec{e}}$, then $\mathfrak{a} F B^{\vec{v}} \sim F B^{\vec{e}}$ and it follows that $\mathfrak{a} \sim F B^{\vec{e}-\vec{v}}$. In practice, we first compute

$$
\mathfrak{d}=\mathfrak{a} F B^{\vec{e}}=a \mathbb{Z}+\frac{b+\sqrt{\Delta}}{2} \mathbb{Z}
$$

for some random $\vec{e} \in\{-1,0,1\}^{k}$ such that

$$
\begin{equation*}
\mathcal{N}(\mathfrak{d}) \approx \frac{\sqrt{|\Delta| / 2}}{M} \tag{3.6}
\end{equation*}
$$

where $M$ is the sieve radius (all polynomials sieved over $-M \leq x \leq M$ ). If $f=$ $a X^{2}+b X Y+c Y^{2}$ is the norm form of $\mathfrak{d}$ and we find some $x \in[-M, M]$ such that $f(x, 1)$ factors over the norms of the prime ideals in $F B$, then we can compute $\gamma$ and $\vec{w}$ such that $\mathfrak{d} /(\gamma)=F B^{\vec{w}}$ using Proposition 2.2. Thus, since $\mathfrak{d}=\mathfrak{a} F B^{\vec{e}}$ we can write

$$
\mathfrak{a}=(\gamma) F B^{\vec{w}-\vec{e}}
$$

The reason we select the exponent vectors $\vec{e}$ in $\{-1,0,1\}$ satisfying (3.6) is so that our sieve polynomials $f(x, 1)$ resemble those used in the MPQS factoring algorithm as closely as possible. In [32] Silverman shows that if $\mathfrak{d}$ satisfies (3.6) for a given sieve radius $M$, then the values of $f(x, 1)$ for $x \in[-M, M]$ will be minimal compared with other quadratic polynomials of the same discriminant. Thus, we are more likely to find smooth values of $f(x, 1)$ in this case.

We present this method in the following algorithm.

## Algorithm 3.1 (REPRESENT_OVER_FB).

Computes a representation of $\mathfrak{a}$ over the factor base.
Input: $\mathfrak{a}$, factor base $F B=\left\{\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{k}\right\}$
Output: $\vec{v} \in \mathbb{Z}^{k}$ and $\gamma \in \mathcal{O}_{\Delta}$ such that $\mathfrak{a}=(\gamma) F B^{\vec{v}}$

1. Select the sieve radius $M$.
2. Randomly select $\vec{e} \in\{-1,0,1\}$ and compute $\mathfrak{d}$ such that $\mathfrak{d}=\mathfrak{a} F B^{\vec{e}}=a \mathbb{Z}+((b+$ $\sqrt{\Delta}) / 2) \mathbb{Z}$ and

$$
\mathcal{N}(\mathfrak{d}) \approx \frac{\sqrt{|\Delta| / 2}}{M}
$$

3. Set $f=a X^{2}+b X Y+c Y^{2}$ to be the norm form of $\mathfrak{d}$. Set $F(X)=f(X, 1)$ and sieve $F(X)$ over the interval $(-M, M)$.
4. If we find no $x \in(-M, M)$ such that $F(x)$ completely factors over the norms of the prime ideals in $F B$, go to Step 2.
5. For the smallest $x \in(-M, M)$ such that $F(x)$ completely factors over the norms of the prime ideals in $F B$ :
(a) Compute the exponents $\bar{w}_{i}$ such that

$$
F(x)=\prod_{i=1}^{k} \mathcal{N}\left(\mathfrak{p}_{i}\right)^{\bar{w}_{i}} .
$$

(b) Compute $g=n X^{2}+b^{\prime} X Y+c^{\prime} Y^{2}$ and $\mathfrak{c}=n \mathbb{Z}+\left(\left(b^{\prime}+\sqrt{\Delta}\right) / 2\right) \mathbb{Z} \sim \mathfrak{d}$ using Proposition 2.2 ( $g$ is the norm form of $\mathfrak{c}$ ).
(c) Compute $\vec{w}$ such that $w_{i}= \pm \bar{w}_{i}$ and $\mathfrak{c}=F B^{\vec{w}}$ using Theorem 2.1.
(d) Set $\vec{v}=\vec{w}-\vec{e}$.
(e) $\gamma=a x+(b+\sqrt{\Delta}) / 2$.

Given a representation of $\mathfrak{a}$ over the factor base $F B, \mathfrak{a} \sim F B^{\vec{v}}$, it is a simple matter to compute a representation of $\mathfrak{a}$ over a system of generators using (3.5). However, rather than computing SNF $(H)$, we want to compute $\operatorname{SNF}\left(H^{\prime}\right)$ and the corresponding left transformation matrix $U=\left(u_{i j}\right)_{k^{\prime} \times k^{\prime}}$, so we can also explicitly compute a system of
generators. Hence, we need a method to compute a representation of $\mathfrak{a}$ over $Q$, where $Q$ contains the prime ideals in $F B$ corresponding to the rows of $H$ taken in the essential part of $H$. If $\mathfrak{a}=Q^{\vec{w}}$ for $\vec{w} \in \mathbb{Z}^{k^{\prime}}$, then a similar relation to (3.5) holds, namely

$$
\mathfrak{a} \sim \prod_{i=1}^{l} \mathfrak{g}_{i}^{\left(\sum_{j=1}^{k^{\prime}} w_{j} u_{i j}\right)\left(\bmod m_{i}\right)}
$$

The following observation allows us to compute $\vec{w}$. The columns of $H$, the Hermite normal form of the relation matrix produced during the computation of the class group, form a basis of the relation lattice $\Lambda$. Furthermore, column $i$ of $H$ is a relation which involves only prime ideals $\mathfrak{p}_{j}$ for $j \leq i$, i.e.,

$$
\mathcal{O}_{\Delta} \sim \mathfrak{p}_{i}^{h_{i i}} \prod_{j=1}^{i-1} \mathfrak{p}_{j}^{h_{j i}}
$$

since $h_{j i}=0$ for $j>i$. Thus, if $h_{i i}=1$, we can represent $\mathfrak{p}_{i}$ in terms of $\mathfrak{p}_{j}$ for $j<i$ :

$$
\begin{equation*}
\mathfrak{p}_{i} \sim \prod_{j=1}^{i-1} \mathfrak{p}_{j}^{-h_{j i}} \tag{3.7}
\end{equation*}
$$

Assume we have computed $\vec{v} \in \mathbb{Z}^{k}$ such that $\mathfrak{a} \sim F B^{\vec{v}}$. Let $i$ be the largest index such that $H_{i i}=1$. If we substitute the representation of $\mathfrak{p}_{i}$ (3.7) into the representation $\mathfrak{a} \sim F B^{\vec{v}}$ we obtain

$$
\mathfrak{a} \sim \prod_{\substack{j=1 \\ j \neq i}}^{k} \mathfrak{p}_{j}^{v_{j}} \prod_{j=1}^{i-1} \mathfrak{p}_{j}^{-v_{i} h_{j i}} \sim \prod_{\substack{j=1 \\ j \neq i}}^{k} \mathfrak{p}_{j}^{v_{j}-v_{i} h_{j i}} \sim F B^{\overrightarrow{v^{\prime}}} .
$$

Note that we now have $\mathfrak{a}=F B^{\overrightarrow{v^{\prime}}}$ with $v_{i}^{\prime}=0$, a representation of $\mathfrak{a}$ over $F B$ which does not involve $\mathfrak{p}_{i}$. Also, the substitution of $\mathfrak{p}_{i}$ does not affect the entries in $\vec{v}$ with index greater than $i$, since (3.7) is a representation of $\mathfrak{p}_{i}$ consisting only of those $\mathfrak{p}_{j}$ with $j<i$. Hence, if we start with $i=k$ and repeat the substitution with successively decreasing indices $i$, we will eventually obtain a vector $\overrightarrow{w^{\prime}} \in \mathbb{Z}^{k}$ such that $\mathfrak{a}=F B^{\overrightarrow{w^{\prime}}}$ and $w_{j}^{\prime}=0$ for every $j$ such that $H_{j j}=1$. Taking $\vec{w}$ to be those entries of $\vec{w}^{\prime}$ whose indices correspond to the diagonal entries of $H$ greater than 1 (all other entries are zero), we have that $\mathfrak{a}=Q^{\vec{w}}$, as required.

The overall procedure for computing a representation of an ideal over a system of generators of $C l_{\Delta}$ is summarized in the following algorithm.

## Algorithm 3.2 (REPRESENT_OVER_GENS).

Computes a representation of $\mathfrak{a}$ over a system of generators of $C l_{\Delta}$.
Input: $\mathfrak{a}$, factor base $F B$, Hermite normal form basis of relation lattice $H$, left transformation matrix $U$ for computing Smith normal form of essential part of $H$, elementary divisors of $C l_{\Delta} m_{i}, 1 \leq i \leq l$
Output: $\vec{a} \in \mathbb{Z}^{l}$ such that $\mathfrak{a} \sim \prod_{i=1}^{l} \mathfrak{g}_{i}^{a_{i}}$

1. Compute $\vec{v}=$ REPRESENT_OVER_FB( $\mathfrak{a}, F B$ ) (Algorithm 3.1).
2. $i=k=|F B|$.
3. If $H_{i i}=1$, set $v_{j}=v_{j}-v_{i} h_{j i}$ for $1 \leq j \leq k, j \neq i$. Set $v_{i}=0$. Decrement $i$ and repeat while $i>1$.
4. $i=1, j=1$.
5. If $H_{i i} \neq 1$, set $w_{j}=v_{i}$ and $j=j+1$. Increment $i$ and repeat while $i \leq k$.
6. Set

$$
a_{i}=\sum_{j=1}^{l}\left(w_{j} u_{i j}\right) \quad\left(\bmod m_{i}\right), \quad 1 \leq i \leq l .
$$

Finally, we present our complete algorithm for computing $x$ in Problem 3.1.

## Algorithm 3.3 (DISCRETE_LOG).

Solves the discrete logarithm problem in the class group of $\mathcal{O}_{\Delta}$.
Input: $\Delta, \mathfrak{a}, \mathfrak{b}$
Output: $x \in \mathbb{Z}_{\geq 0}$ such that $\mathfrak{a} \sim \mathfrak{b}^{x}$, or -1 if no such $x$ exists

1. Compute the $m_{i}$ such that $C l_{\Delta}=C\left(m_{1}\right) \times \ldots \times C\left(m_{l}\right)$ using Algorithm 4.3 from [19, p. 57]. Keep the factor base $F B$ and the Hermite normal form (HNF) basis of the relation lattice $H$.
2. $k=|F B|, H^{\prime}=H$. For each $i \in\{1, \ldots, k\}$ such that $H_{i i}=1$, remove row $i$ and column $i$ from $H^{\prime}$.
3. Compute $S$ and $U$ such that $S=U H^{\prime} V$.
4. Compute

$$
\vec{a}=\text { REPRESENT_OVER_GENS }\left(\mathfrak{a}, F B, H, U,\left\{m_{i}\right\}\right)
$$

and

$$
\vec{b}=\text { REPRESENT_OVER_GENS }\left(\mathfrak{b}, F B, H, U,\left\{m_{i}\right\}\right)
$$

using Algorithm 3.2.
5. Compute $x \in \mathbb{Z}_{\geq 0}$ such that

$$
a_{i} \equiv x b_{i} \quad\left(\bmod m_{i}\right), \quad 1 \leq i \leq l .
$$

If no such $x$ exists, set $x=-1$.

## 4. Principality Testing

The second task necessary to solve Problem 1.1 once the exponent $x$ has been computed is to determine the quadratic number $\alpha$ such that $\mathfrak{a}=\alpha \mathfrak{b}^{x}$. Computing $\alpha$ can be reduced to determining the generator of the principal ideal $\mathfrak{b}^{-x} \mathfrak{a}$, since we have $(\alpha)=\mathfrak{b}^{-x} \mathfrak{a}$. Thus, we now focus our attention on the principal ideal problem.

Problem 4.1. Given a reduced ideal $\mathfrak{a}$, determine whether $\mathfrak{a}$ is principal and if so, compute $\delta(\mathfrak{a})$.

Recall that $\delta(\mathfrak{a})=\frac{1}{2} \log |\alpha / \sigma(\alpha)|\left(\bmod R_{\Delta}\right)$, where $(\alpha)=\mathfrak{a}$. Given this distance, it is not difficult to compute $\alpha$ explicitly if desired, or some quadratic numbers whose product is equal to $\alpha$ [8].

Cryptographic protocols based on real quadratic orders derive their security on the supposed intractability of Problem 4.1 [29], [2]. For these protocols, it is important that there be many reduced principal ideals, otherwise simple methods like exhaustive search or baby-step giant-step suffice to solve Problem 4.1. Hence, real quadratic orders with small regulators and imaginary quadratic orders are not suitable for these protocols.

Subexponential algorithms for principality testing have been proposed by Abel [1] and Cohen et al. [12]. As in the algorithm for computing discrete logarithms in the class group, both algorithms require that the class group and regulator first be computed using an index calculus-type algorithm, after which any instance of Problem 4.1 in the same quadratic order is relatively easy.

The algorithm we describe here follows that of [1]. The overall strategy is the same, but we introduce a number of practical improvements, primarily centered around using sieving methods. Given a reduced ideal $\mathfrak{a}$ and a quadratic order $\mathcal{O}_{\Delta}$, we first compute the class group and regulator of $\mathcal{O}_{\Delta}$ using Algorithm 4.3 from [19, p. 57]. In addition to the usual output of the algorithm, we keep the factor base $F B=\left\{\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{k}\right\}$, matrix $H \in \mathbb{Z}^{k \times k}$ such that $\operatorname{HNF}(A)=[0 \mid H]$ where $A \in \mathbb{Z}^{k \times n}$ is the relation matrix (all relations produced appear as columns of $A$ ), the unimodular transformation matrices $T_{i}$, $1 \leq i \leq s$ such that $A T_{1} \cdots T_{s}=\operatorname{HNF}(A)$, and the vector $\vec{\gamma}=\left\{\gamma_{1}, \ldots, \gamma_{n}\right\}$ containing the generators corresponding to the relations in $A$, i.e., if $\vec{a}_{i}$ is column $i$ of $A$, then $F B^{\vec{a}_{i}}=\left(\gamma_{i}\right)$.

Notice that the columns of $H$ form a basis of the relation lattice $\Lambda$. Thus, every principal ideal of $\mathcal{O}_{\Delta}$ can be represented by a vector $\vec{v} \in \mathbb{Z}^{k}$ where $\vec{v}$ is a linear combination of the columns of $H$. In order to determine whether an ideal $\mathfrak{a}$ is principal, we compute $\vec{v}$ such that $\mathfrak{a}=(\gamma) F B^{\vec{v}}$ and test whether there exists a solution $\vec{x} \in \mathbb{Z}^{k}$ of $H \vec{x}=\vec{v}$. If not, then $\mathfrak{a}$ is not principal. Otherwise, let $T_{s}^{\prime}$ be the matrix formed by the last $k$ columns of $T_{s}$. Then we have $A T_{1} \cdots T_{s-1} T_{s}^{\prime}=H$. Furthermore, we have that the elements in

$$
\vec{r}=\vec{l} T_{1} \cdots T_{s-1} T_{s}^{\prime}
$$

where $l_{i}=\frac{1}{2} \log \left|\gamma_{i} / \sigma\left(\gamma_{i}\right)\right|\left(\bmod R_{\Delta}\right)$, are approximately the distances of the principal ideals corresponding to the columns of $H$. In other words, if column $i$ of $H$ is $\vec{h}_{i}$ and $\mathfrak{h}_{i}=F B^{\vec{h}_{i}}=\left(\alpha_{i}\right)$, then $r_{i} \approx \frac{1}{2} \log \left|\alpha_{i} / \sigma\left(\alpha_{i}\right)\right|\left(\bmod R_{\Delta}\right)$. It follows that the generator $\beta$ of $F B^{\vec{v}}$ satisfies

$$
\frac{1}{2} \log \left|\frac{\beta}{\sigma(\beta)}\right| \quad\left(\bmod R_{\Delta}\right) \approx \vec{r} \vec{x} \quad\left(\bmod R_{\Delta}\right)
$$

since

$$
\prod_{i=1}^{k} \mathfrak{h}_{i}^{x_{i}} \sim F B^{\vec{v}}
$$

Finally, since $\mathfrak{a}=(\gamma) F B^{\vec{v}}$ we have that

$$
\begin{equation*}
d=\frac{1}{2} \log \left|\frac{\gamma}{\sigma(\gamma)}\right|+\sum_{i=1}^{n} z_{i} l_{i} \quad\left(\bmod R_{\Delta}\right), \quad \vec{z}=T_{1} \cdots T_{s}^{\prime} \vec{x} \tag{4.1}
\end{equation*}
$$

is an approximation of $\delta(\mathfrak{a})$. We take as $\delta(\mathfrak{a})$ the value of $d+j R_{\Delta}$ for $j \in \mathbb{Z}$ such that $0<d+j R_{\Delta} \leq R_{\Delta}$.

There are two main computational tasks required in this method, assuming that the class group and regulator have already been computed. The first is to compute a representation of $\mathfrak{a}$ over the factor base, which can be done using Algorithm 3.1. Recall that this algorithm makes use of our method for finding relations based on sieving techniques, and is hence more efficient in practice than the corresponding methods in [1] and [12] which do not use sieving. The linear algebra required, solving a linear system of equations over $\mathbb{Z}$, is very easy in our case, since the matrix $H$ is in upper-triangular form (Hermite normal form). However, computing $d$ can be very difficult, because the precision required in order to ensure an accurate approximation is very high. We used the tools of Maurer [24] to compute this approximation. Using the fact that $\mathfrak{a}=(\alpha)$ where

$$
\alpha=\gamma \prod_{i=i}^{n} \gamma^{z_{i}},
$$

and $\vec{z}$ is given in (4.1), we use Maurer's methods to determine the precision required to guarantee that the floating point approximation of $\delta(\mathfrak{a})$ we compute is sufficiently accurate. The floating point approximations are computed using routines from the xb ig $f$ loat class in LiDIA [23]. This class contains routines designed to compute with rational approximations of real numbers while keeping track of the errors incurred, and is described in [7].

Our method for principality testing is given by the following algorithm.

## Algorithm 4.1 (PRINCIPAL).

Determines whether $\mathfrak{a}$ is principal, and if so computes its distance.
Input: $\Delta$, $\mathfrak{a}$ reduced
Output: -1 if $\mathfrak{a}$ is not principal, otherwise $\delta(\mathfrak{a})$

1. Compute $R_{\Delta}$ with the algorithm from [19]. Keep the factor base $F B=\left\{\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{k}\right\}$, Hermite normal form basis of the relation lattice $H$, transformation matrices $T_{1}, \ldots, T_{s}$ and vector $\vec{\gamma}=\left\{\gamma_{1}, \ldots, \gamma_{n}\right\}$ containing the generators of each relation generated.
2. Compute $(\vec{v}, \gamma)=$ REPRESENT_OVER_FB( $\mathfrak{a}, F B)$ (Algorithm 3.1).
3. Compute $\vec{x} \in \mathbb{Z}^{k}$ such that $H \vec{x}=\vec{v}$. If no such $\vec{x}$ exists, exit and return -1 .
4. Compute $\vec{z}=T_{1} \cdots T_{s}^{\prime} \vec{x}$, where $T_{s}^{\prime}$ is the matrix formed by taking the last $k$ columns of $T_{s}$. Evaluate the product from right to left, using only matrix-vector multiplication.
5. Compute $\vec{l}$ such that

$$
l_{i}=\frac{1}{2} \log \left|\frac{\gamma_{i}}{\sigma\left(\gamma_{i}\right)}\right| \quad\left(\bmod R_{\Delta}\right) .
$$

6. Compute

$$
d \approx \frac{1}{2} \log \left|\frac{\gamma}{\sigma(\gamma)}\right|+\sum_{i=1}^{k} z_{i} l_{i}
$$

Take $\delta(\mathfrak{a})$ to be the smallest value of $d+j R_{\Delta}$ such that $j \in Z$ and $0<d+j R_{\Delta} \leq$ $R_{\Delta}$.

## 5. Computational Results

### 5.1. Discrete Logarithms in $\mathrm{Cl}_{\Delta}$

We present some computational results of applying our implementation of Algorithm 3.3 in the LiDIA computer algebra system [23]. We have computed discrete logarithms for four test classes of discriminants, namely $\Delta=-4\left(10^{x}+1\right)$ and $\Delta=-\left(10^{x}+3\right)$ for imaginary quadratic orders and $\Delta=4\left(10^{x}+3\right)$ and $\Delta=10^{x}+1$ for real quadratic orders. In all cases we have computed the average time for solving each of six random instances of Problem 3.1 for each different value of $\Delta$. These run-times, given in CPU seconds (s), minutes (m), hours (h), or days (d) on a 296 MHz UltraSPARC-II processor, are presented in Tables 5.1-5.3. The average time for solving each of the six instances of Problem 3.1 is given by $t_{\mathrm{dl}}$, and the time required to compute the structure of the class group is given by $t_{\mathrm{Cl}}$.

Notice that in all cases, the time required to solve Problem 3.1 is very small once the class group has been computed. For the largest example, $-4 \times\left(10^{80}+1\right)$, each instance requires about 4.5 hours, compared with almost 5.5 days for computing the class group. The times for the real quadratic orders are somewhat smaller than those for the imaginary quadratic orders, since the bulk of the time is spent computing representations of the ideals $\mathfrak{a}$ and $\mathfrak{b}$ over a system of generators. The main part of this procedure is computing representations over the factor base (i.e., relation generation), and as observed in [19], relation generation is in general faster for real quadratic orders.

For the sake of comparison, we note that the largest imaginary quadratic order for which Problem 3.1 had been solved previously was $\mathcal{O}_{-4 F_{7}}$, where $F_{7}$ is the seventh Fermat number and $\Delta=-4 F_{7}$ has 40 decimal digits [4]. It took Buchmann and Düllmann about 6 days to compute the class group and about 114 seconds on a SPARCStation 1 to evaluate any individual discrete logarithm. We were able to compute the class group for

Table 5.1. Average discrete logarithm run-times for $\Delta<0$.

|  | $\Delta=-4\left(10^{x}+1\right)$ |  | $\Delta=-\left(10^{x}+3\right)$ |  |
| :--- | :---: | ---: | :---: | ---: |
| $x$ | $t_{\mathrm{Cl}}$ | $t_{\mathrm{dl}}$ | $t_{\mathrm{Cl}}$ | $t_{\mathrm{dl}}$ |
| 10 | 0.51 s | 0.02 s | 0.37 s | 0.02 s |
| 15 | 0.51 s | 0.03 s | 0.45 s | 0.03 s |
| 20 | 1.05 s | 0.07 s | 0.85 s | 0.07 s |
| 25 | 1.60 s | 0.16 s | 1.66 s | 0.15 s |
| 30 | 3.14 s | 0.25 s | 2.93 s | 0.25 s |
| 35 | 5.79 s | 0.48 s | 10.93 s | 0.53 s |
| 40 | 22.00 s | 0.96 s | 36.63 s | 1.68 s |
| 45 | 1.32 m | 9.57 s | 2.22 m | 12.24 s |
| 50 | 4.03 m | 6.57 s | 6.47 m | 18.06 s |
| 55 | 26.70 m | 1.34 m | 19.22 m | 35.44 s |
| 60 | 1.15 h | 1.11 m | 2.37 h | 1.86 m |
| 65 | 4.85 h | 4.73 m | 5.20 h | 1.63 m |
| 70 | 13.01 h | 12.71 m | 1.28 d | 19.19 m |
| 75 | 1.86 d | 47.73 m | 1.88 d | 55.78 m |
| 80 | 5.37 d | 4.35 h | 10.00 d | 4.79 h |

Table 5.2. Average discrete logarithm run-times for $\Delta=4\left(10^{x}+3\right)$.

| $x$ | $t_{\mathrm{Cl}}$ | $t_{\mathrm{dl}}$ | $x$ | $t_{\mathrm{Cl}}$ | $t_{\mathrm{dl}}$ |
| :--- | :---: | :---: | :---: | ---: | ---: |
| 10 | 2.04 s | 0.00 s | 40 | 53.04 s | 0.72 s |
| 15 | 2.08 s | 0.01 s | 45 | 2.59 m | 0.42 s |
| 16 | 1.79 s | 0.00 s | 46 | 4.55 m | 0.01 s |
| 19 | 3.18 s | 0.09 s | 49 | 8.87 m | 50.41 s |
| 20 | 4.69 s | 0.10 s | 50 | 9.91 m | 2.83 s |
| 25 | 5.68 s | 0.22 s | 55 | 55.57 m | 0.01 s |
| 26 | 7.69 s | 0.09 s | 56 | 1.18 h | 0.00 s |
| 29 | 9.96 s | 0.06 s | 59 | 3.35 h | 17.59 s |
| 30 | 11.66 s | 0.08 s | 60 | 2.95 h | 14.24 s |
| 35 | 21.21 s | 0.51 s | 65 | 23.73 h | 9.47 s |
| 36 | 25.86 s | 0.71 s | 66 | 22.99 h | 32.41 s |
| 39 | 46.01 s | 0.00 s |  |  |  |

this discriminant in only 15 seconds, and each discrete logarithm problem instance took less than 1 second. Using the rough figure that an UltraSPARC-II is 24 times faster than a SPARCStation1, we estimate that our algorithm using sieving computes each instance of the discrete logarithm problem about four times faster than without.

Tables 5.2 and 5.3 appear to contain the first examples of computing discrete logarithms in the class group of real quadratic orders. The most interesting examples are the case $\Delta=10^{x}+1, x$ even, since the quadratic orders of these discriminants have very small regulators, and hence by the analytic class number formula the class number is large. The run-times in this case are actually somewhat faster than those for the imaginary quadratic orders. This is to be expected, since the Hermite normal form computation is the same as that for imaginary quadratic orders (the transformation matrix is not needed) and as

Table 5.3. Average discrete logarithm run-times for $\Delta=10^{x}+1$.

| $x$ odd |  |  |  |  | $x$ even |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | ---: | :---: | :---: |
| $x$ | $t_{\mathrm{Cl}}$ | $t_{\mathrm{dl}}$ |  | $x$ | $t_{\mathrm{Cl}}$ |  |  | $t_{\mathrm{dl}}$ |
| - | - | - |  | 10 | 0.37 s | 0.01 s |  |  |
| 11 | 2.39 s | 0.00 s |  | 12 | 0.42 s | 0.02 s |  |  |
| 15 | 1.72 s | 0.04 s |  | 16 | 0.60 s | 0.05 s |  |  |
| 19 | 3.09 s | 0.04 s |  | 20 | 0.85 s | 0.09 s |  |  |
| 25 | 6.33 s | 0.04 s |  | 26 | 2.00 s | 0.20 s |  |  |
| 29 | 9.93 s | 0.06 s |  | 30 | 3.39 s | 0.41 s |  |  |
| 35 | 19.52 s | 0.23 s |  | 36 | 11.93 s | 1.07 s |  |  |
| 39 | 47.56 s | 3.52 s |  | 40 | 22.28 s | 1.90 s |  |  |
| 45 | 2.20 m | 0.59 s |  | 46 | 1.57 m | 8.08 s |  |  |
| 49 | 6.18 m | 0.31 s | 50 | 3.08 m | 36.48 s |  |  |  |
| 55 | 39.41 m | 1.63 s | 56 | 20.90 m | 3.00 m |  |  |  |
| 59 | 2.34 h | 14.32 s |  | 60 | 1.32 h | 46.48 s |  |  |
| 65 | 21.42 h | 27.85 s | 66 | 4.77 h | 2.24 m |  |  |  |
| 69 | - | - | 70 | 12.03 h | 6.46 m |  |  |  |
| 75 | - | - |  | 76 | 1.78 d | 38.77 m |  |  |
| 79 | - | - | 80 | 5.24 d | 23.70 m |  |  |  |

observed in Chapter 5 of [19], relation generation is in general faster for real quadratic orders.

### 5.2. Principality Testing

We present some computational results of applying our implementation of Algorithm 4.1 in the LiDIA computer algebra system [23]. Since principality testing is trivial in imaginary quadratic orders, we have only considered the two test classes of positive discriminants, $\Delta=4\left(10^{x}+3\right)$ and $\Delta=10^{x}+1$. Also, since principality testing is easy for $\Delta=10^{x}+1, x$ even, we only consider odd $x$ for this type of discriminant. In all cases, we have computed the average time for solving each of six random instances of Problem 4.1 for each different value of $\Delta$. These run-times, given in CPU seconds (s), minutes (m), hours (h), or days (d) on a 296 MHz UltraSPARC-II processor, are presented in Tables 5.4 and 5.5. The average time for solving the each of the six instances of Problem 4.1 is given by $t_{\text {prin }}$, and the time required to compute the structure of the class group is given by $t_{\mathrm{Cl}}$. We also give the average time required to compute the representation of each ideal over the factor base and the corresponding $\vec{z}$ (Steps 1-4 of Algorithm 4.1) by $t_{\text {rep }}$, and the average time required to compute an approximation of $\delta(\mathfrak{a})$ by $t_{\text {app }}$.

In most cases, the time required to compute a representation of $\mathfrak{a}$ over the factor base and to evaluate $\vec{z}$ was very small compared with that required to compute the class group and regulator. The main work in this part of the algorithm is computing one relation (for representing $\mathfrak{a}$ over the factor base), solving an upper-triangular linear system over $\mathbb{Z}$,

Table 5.4. Average principality test run-times for $\Delta=4\left(10^{x}+3\right)$.

| $x$ | $t_{\mathrm{Cl}}$ | $t_{\text {rep }}$ | $t_{\text {app }}$ | $t_{\text {prin }}$ |
| :--- | ---: | ---: | ---: | ---: |
| 10 | 2.04 s | 0.07 s | 1.41 s | 1.50 s |
| 15 | 2.08 s | 0.03 s | 1.25 s | 1.31 s |
| 16 | 1.79 s | 0.03 s | 1.01 s | 1.10 s |
| 19 | 3.18 s | 0.08 s | 3.36 s | 3.48 s |
| 20 | 4.69 s | 0.09 s | 3.19 s | 3.32 s |
| 25 | 5.68 s | 0.17 s | 21.23 s | 21.48 s |
| 26 | 7.69 s | 0.17 s | 27.70 s | 27.95 s |
| 29 | 9.96 s | 0.31 s | 54.51 s | 54.90 s |
| 30 | 11.66 s | 0.20 s | 37.23 s | 37.54 s |
| 35 | 21.21 s | 0.69 s | 1.83 m | 1.84 m |
| 36 | 25.86 s | 0.89 s | 1.17 m | 1.19 m |
| 39 | 46.01 s | 1.58 s | 3.05 m | 3.09 m |
| 40 | 53.04 s | 0.86 s | 54.76 s | 55.82 s |
| 45 | 2.59 m | 3.82 s | 2.64 m | 2.70 m |
| 46 | 4.55 m | 3.86 s | 3.16 m | 3.23 m |
| 49 | 8.87 m | 1.06 m | 3.16 m | 4.23 m |
| 50 | 9.91 m | 21.57 s | 3.47 m | 3.83 m |
| 55 | 55.57 m | 54.67 s | 20.57 m | 21.49 m |
| 56 | 1.18 h | 1.57 m | 49.23 m | 50.81 m |
| 59 | 3.35 h | 3.51 m | 55.07 m | 58.59 m |
| 60 | 2.95 h | 1.10 m | 1.41 h | 1.43 h |
| 65 | 23.73 h | 1.15 h | 4.29 h | 5.44 h |
| 66 | 22.99 h | 57.53 m | 3.42 h | 4.38 h |

Table 5.5. Average principality test run-times for $\Delta=$ $10^{x}+1, x$ odd.

| $x$ | $t_{\mathrm{Cl}}$ | $t_{\text {rep }}$ | $t_{\text {app }}$ | $t_{\text {prin }}$ |
| :--- | ---: | ---: | ---: | ---: |
| 11 | 2.39 s | 0.14 s | 1.72 s | 1.89 s |
| 15 | 1.72 s | 0.04 s | 1.00 s | 1.07 s |
| 19 | 3.09 s | 0.06 s | 2.48 s | 2.58 s |
| 25 | 6.33 s | 0.21 s | 35.81 s | 36.09 s |
| 29 | 9.93 s | 0.24 s | 52.31 s | 52.65 s |
| 35 | 19.52 s | 0.64 s | 59.74 s | 1.01 m |
| 39 | 47.56 s | 2.12 s | 2.11 m | 2.15 m |
| 45 | 2.20 m | 9.56 s | 2.42 m | 2.58 m |
| 49 | 6.18 m | 16.84 s | 4.25 m | 4.54 m |
| 55 | 39.41 m | 1.47 m | 23.17 m | 24.64 m |
| 59 | 2.34 h | 4.19 m | 41.07 m | 45.27 m |
| 65 | 21.42 h | 29.16 m | 4.00 h | 4.49 h |

and evaluating the matrix-vector products required to compute $\vec{z}$, none of which are very time-consuming. The reason for the large jump in $t_{\text {rep }}$ between $x=59$ and $x=65$ is, as specified in [19], that the matrices $T_{i}$ are stored in disk files when they have more than 2000 rows in order to conserve main memory.

At the moment, the bottleneck in solving Problem 4.1 is computing the floating point approximation of $\delta(\mathfrak{a})$. In fact, for $25 \leq x \leq 45$ the average time to compute this approximation alone was more than that required to compute the class group and regulator. If all we are interested in is the decision problem, i.e., simply determining whether $\mathfrak{a}$ is principal, then this is not a problem. In this case there is even no need to compute the vector $\vec{z}$; it is sufficient to know that the system $H \vec{x}=\vec{v}$ can be solved. Also, if we only want the quadratic integer $\alpha$, there may be no need to approximate $\delta(\mathfrak{a})$, since

$$
\alpha=\gamma \prod_{i=1}^{n} \gamma_{i}^{z_{i}} .
$$

From this representation, it should be possible to find efficiently either an explicit representation of $\alpha$ or a short representation like those described in [8]. However, at the moment the best way to handle these problems and to compute $\delta(\mathfrak{a})$ of which we are aware is the method outlined in Algorithm 4.1.

The difficulty in approximating $\delta(\mathfrak{a})$ is that the coefficients of $\vec{z}$ are very large, and extremely high precision is required in order to avoid round-off errors incurred during the course of the approximation. Furthermore, in order to get an accurate result modulo $R_{\Delta}$, even greater precision must be used. Again, at the moment we know of no way around this problem. For discriminants with around 30 decimal digits and more we were unable to obtain accurate results in a reasonable amount of time without Maurer's method.

As with the regulator computation, the method described in [12] requires that the column operations performed during the Hermite normal form computation be performed directly on $\vec{l}$, the vector containing the distances corresponding to the relations in the relation matrix. In other words, the vector $\vec{r}$ is computed during the course of the Hermite normal form computation, rather than afterwards by making use of the transformation
matrices. For smaller examples this approach works fine, but whenever modular techniques are used during the Hermite normal form computation, as is necessary for large examples, it is no longer possible.

Although algorithms are given in both [1] and [12] for principality testing, to the best of our knowledge the computations presented here are the first presented for this problem. Cohen et al. have implemented their algorithm as part of the PARI computer algebra system, and in [11] they present computations where the regulators for some real quadratic orders are computed using their algorithm. The largest example they gave was the quadratic order with 41 digit discriminant $10^{40}+1$. Since most of the approximations required for principality testing are computed during the computation of the regulator in their algorithm, it is reasonable to assume that they could solve Problem 4.1 for real quadratic orders with similar sized discriminants.

The largest example for which we were able to perform principality testing was the real quadratic order with 67 -digit discriminant $4\left(10^{66}+3\right)$. Even though we can now compute regulators for orders with discriminants in excess of 80 decimal digits [19], we are as yet unable to solve Problem 4.1 for these larger orders. The principal ideal decision problem is certainly possible in these cases, since a Hermite normal form basis of the relation lattice is always computed. However, as stated in [19] we are unable to compute transformation matrices with integer coefficients for these larger quadratic orders, and as a result we cannot directly apply our algorithm to compute $\delta(\mathfrak{a})$.
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