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The optimization problem is, in general, to find the optimum (maximum or minimum) value of a function in a given domain and to find the values of the variables where the optimum is reached in this domain. Global optimization means to solve the optimization problem in an area given by a real-world problem. Local optimization means to solve the optimization problem locally, that is, in the neighborhood of a given point. Local optimization has been investigated in depth; it has a rich theory and many excellent numerical methods and recipes are available. Global optimization, on the other hand, is a recent area which has only been partially researched. Many theories have to be developed and many numerical experiments have to be performed before the area would be considered reasonably well developed. This research and development is, however, of the greatest importance since many real-world problems are global rather than local problems.

If an average user - not too experienced - wants to solve a global optimization problem, he faces two difficulties: The first is that the scope of many books on nonlinear optimization is the development of local methods. To use a local solution as a global solution can - accidentally - lead to a correct result; however, in most cases it will be totally wrong. What shall the user do in order that his local knowledge becomes global? Very few books consider this problem. Indeed too many books suppress the global standpoint because "if one has the local solutions one can easily get the global solution". How can one get "the" local solutions. What happens if the "right" local solution is missing or lost? How can one organize the local information in order to get the global information? To decide which local method shall be chosen in the first place constitutes a further difficulty. There is a beautiful variety of methods discussed in the books, such as linearization methods, penalty and barrier methods, quadratic sequential search methods, methods involving Kuhn-Tucker conditions, clustering and statistical methods, parameter methods, tunnelling and trust region methods, etc. Which method is recommended? Which method is appropriate when searching for the global solution? One certainly cannot give a definite answer since the answer would depend too much on the particular problem of the user: Is the problem large or small, what is known about the problem, how are the differentiability conditions,
does he have to solve one problem or many, are then the problems similar or not, has the user plenty of time available or is he busy (wanting the computer to work for him), how is the user’s mathematical background, how are the computer costs? Additionally, even the state of art in local optimization has not advanced so far that a generally best method can be given. Thus, the books cannot give a recommendation as to a best method. In spite of this the user has to make a decision if he wishes to solve his problem!

Accordingly, the scope of our book is twofold. The first aim is to focus on the global problem and to give precise and computationally reliable instructions on how to organize the relationship between local information and global needs. Some choices of local methods are made which may be combined with the global strategy. The second aim is to favor interval methods and to demonstrate that they are excellent tools for handling global problems, i.e., global optimization problems.

Let us make our intentions more clear. First of all, we emphasize a very thorough treatment of the global point of view. The global access we follow is mainly based on the work of Moore, Hansen, Skelboe and of the authors. We give careful convergence theorems of the methods, and we develop the necessary interval analysis background in detail which is necessary in order to understand and apply the global methods. Loosely spoken, a branch and bound principle is used where the bounds can be determined by a computer almost automatically.

Since each global access requires a computationally intensive checking of the whole area (no solution is allowed to be lost), it is necessary to combine the global access with local methods. These local methods can speed up the computation considerably. We will give some examples of how the global access may be combined with local methods depending on the differentiability conditions of the problem (conjugate gradients, Newton methods, etc.) The purpose of these examples is twofold: The more experienced reader can see how interval and non-interval methods are merged and he may then apply knowledge and techniques from his favorite local method as part of the global access. The less experienced reader who does not have the large overview of local methods may use our choices for a complete program. However, we do not discuss the local methods too extensively since they are covered in every monograph
on nonlinear optimization. We also do not include linear optimization which is a particular subtopic of its own. Certainly linear programming problems could be solved with our approach, but this would not be very effective.

We have chosen a combination of methods which are characterized to be

- very stable and robust,
- universally applicable,
- 100% reliable,
- flexible and modular,
- convenient,

- applicable without supplying a starting box that usually must contain the set of global minimizers.

The high level of reliability is achieved since safe bounds for the solutions are provided. Further, the algorithms converge to the solutions as far as the assumptions are satisfied. If there is no convergence to the solution then at least inclusions of the solution sets are determined such that the approximation error can be computed easily. It can never happen that the algorithms converge to a wrong result or that they diverge.

Flexibility is provided, as the user may incorporate as much information as he wants to or as he is able to. If he is not willing to provide particular information the program will still reach the solution, but in this case, very slowly.

It is one of the curiosities of global optimization that a starting box must be known which contains the solution even if the problem is so-called unconstrained. We will show how this restriction can be dropped using infinite interval arithmetic.

The number of variables which occur in the optimization problem is practically limited only by storage and computer time. If the number is too large then the problem itself has to be studied first in order to reduce the high computational complexity.
The second aim of this book is to demonstrate that intervals are excellent tools for handling global optimization problems and for supplementing standard techniques. This is because an interval, even though representable by only two points, is an infinite set and is thus a carrier of an infinite amount of information which means global information. On the contrary, standard optimization methods depend on, and process, local information. For instance, they may evaluate the slope of the objective function at one point \( x \), that is \( f'(x) \) which is used to approximate also - more or less reliable - the directions of \( f \) in some neighborhood of \( x \). Interval arithmetic can however handle expressions like \( f'(X) \) for an interval \( X \) (which can be \( m \)-dimensional) which means that \( f'(X) \) collects the information \( f'(x) \) for any \( x \in X \), independent of the size of \( X \).

For example if \( 0 \notin f'(X) \) - which can be checked automatically during the execution of the program - then one knows that \( f'(x) \neq 0 \) for all \( x \in X \) and that \( X \) does not contain a local minimizer (with exemption of the edge). This is global information! Interval arithmetic is therefore particularly suited to dealing with global problems. For example, interval algorithms can determine (enclose) all zeros of a function, or they can determine all solutions of an optimization problem, and that with arbitrary accuracy. This last point has to be emphasized since many people believe that interval methods would lead to unrealistically large intervals.

On the other hand, it can be advantageous to combine interval with non-interval methods, because the latter are frequently local methods and thus faster. For example, if \( v = -f'(x)t \) is the direction of steepest descent, then \( v \) gives us a local information valid only for \( x \) or some neighborhood of \( x \). If instead of \( v \) an interval \( V \) containing \( v \) would be used then \( V \) is a direction bundle, and contains clearly the steepest direction \( v \). \( V \) will also contain other directions, which may be quite ineffective. As one can see, \( V \) collects too much information, which prevents a fast processing such that - in some situations - the computation with the local information, \( v \), will be preferred.

In order to avoid misunderstandings which occur sometimes in connection with the use of interval arithmetic we keep in mind that it is not the aim of this monograph to present well-known optimization meth-
ods in an interval arithmetical guise in order to control the rounding errors and to generate safe bounds for the errors. The intervals are - as discussed extensively - used as a methodical means for keeping global information. The error control is only a side effect and just sketched in this book.

*Necessary background.* This monograph is kept on such a mathematical level that readers with a year of calculus, with some basic experience in numerical analysis, and with the intention of thinking in interval dimensions, will not have too much difficulty in reading it.

*Abridge of the contents.*
Chapter 1 gives a very short introduction to nonlinear optimization. Only a few methods worth combining with interval tools are considered in outline. We prefer standard methods rather than latest developments since the aim of this monograph is to show the applications of intervals to optimization and not to present the state of the art. It is simpler for the reader to understand how the two areas - optimization and intervals - fit together, if techniques that are not too sophisticated are used. The experienced reader, however, who has mastered the merging principles shall not hesitate to apply them to his favorite optimization algorithm if this is possible.

Chapter 2. The interval arithmetical tools are presented as far as they are needed in the main parts of the monograph. Since the computation with intervals and the thinking in intervals are not too widespread, the progress of this chapter is quite gentle, and we tried to make it self-contained. However, we did not include all the proofs which were necessary for a complete treatment.

Chapter 3. Algorithms for the unconstrained optimization problem and their properties are considered. Complete proofs of the convergence theorems are enclosed. The algorithms presented are based on the branch and bound principle. The bounds required are won from an interval arithmetical evaluation of the functions occurring in the problems which implies that the solution data (minimum values, minimum points) is included in boxes at any stage of the algorithms. These algorithms aim to get the including boxes as small as possible or as small as required. Even though the branch and bound principle can be slower than a uniform subdivision method in awkward cases, the interval al-
gorithms compete practically with any other method for solving global problems because of their ability to collect information over arbitrarily large areas.

Chapter 4. The methods and the theory which are developed in Chapter 3 are applied to optimization problems which are unconstrained in the literal sense of the word. This means that the usual assumptions i.e. that the problem is restricted to a compact domain and that the global minimizers are contained - hopefully - in the domain or in its interior, are dropped. Such a generalization is made possible by an appropriate compactification of the real space and by an appropriate realization of infinity arguments on a computer. Complete proofs of the convergence theorems are included.

Chapter 5. The techniques as used for the unconstrained case are mainly provided for the constrained case. The treatment of problems where poor differentiability conditions prevent the application of Lagrangian multiplier methods is emphasized. The algorithms discussed are an interesting combination of interval and non-interval methods. Interval methods are used for exhausting and rejecting unfeasible areas and also for processing global information; non-interval methods are used locally, i.e. for improving the globally obtained information with not too much computational effort. It is, for instance, especially important to find feasible points as fast as possible since the full power of interval methods only comes to play within the feasible domain. This task is also done using interval methods. In contrast, non-interval methods are suggested for finding feasible points taking low function values. The knowledge of such values helps to accelerate the computation considerably. As in the other chapters, a thorough discussion of the convergence properties of the algorithms is included.

Acknowledgements. Thanks are due to the National Sciences and Engineering Research Council of Canada and the Killam Foundation for financial support.
Chapter 1

Some Principles of Optimization Theory

1.1 Introduction

Physicists, chemists, mathematicians, engineers, economists, operations researchers, managers, and practicing computer scientists are often interested in achieving optimal solutions to their problems. These problems may be to determine designs, programs, trajectories, allocation of resources, or approximations of functions. Frequently, different designs or programs, all satisfying the conditions arising from the actual situation, are compared, and one is chosen that also is best in terms of an optimality criterion. Optimization techniques, if properly applied, will automatically examine different designs or plans and select an optimum. Sometimes this is done without solving the complete design or planning problem at every step. But sometimes all possible designs or plans are taken into consideration and a "global" optimum is selected.

A typical and simple problem is the following taken from Simmons (1975):

A chemical company must send 1000 cubic meters of chlorine gas to its research laboratory in another state. Because the gas is extremely dangerous, a special hermetically sealed rectangular railroad car must be built for transporting it. The material from which the top and bottom must be constructed costs $200 per square meter, while the siding
material costs half as much; however, only 50 square meters of siding can be obtained. Moreover, the maximum height of the car permitted by tunnels and other overhead clearances is 3 meters. Regardless of the car’s dimensions each round trip to the laboratory will cost $800. Assuming no time limit on the overall procedure, what dimensions minimize the total cost of constructing the car and delivering the gas?

Let $d$, $w$, and $h$ be the car’s length, width, and height. The objective is to minimize overall cost; that is, minimize

$$800\left(\frac{1000}{dwh}\right) + 2dw(200) + (2dh + 2wh)(100),$$

where the three terms are contributed by transportation cost, top-and-bottom material, and siding, respectively. The constraints mentioned in the problem are

$$2dh + 2wh \leq 50$$

and

$$h \leq 3.$$ 

Finally, we must eliminate the possibility of negative dimensions:

$$d, w, h \geq 0.$$ 

How can such problems be solved in general?

Classical optimization formulas of differential calculus and calculus of variations can be applied to certain optimization problems. There are, however, many problems for which classical formulae are not suitable or may be too cumbersome to apply. For such problems iterative techniques may be appropriate. Optimization problems requiring iterative techniques were practically insurmountable before the advent of modern computers, because of their complexity and the vast amount of computation required. Recently, however, interest in optimization techniques and their application has been considerable, primarily as a result of the developments in computing technology over the last four decades.

Let a theoretic, technical or some other real-world system be given. The elements normally involved in the optimization of this system include a system model, an optimality criterion, and an optimization
Problem Statement

In order to obtain a mathematical model, the parameters of the system or the independent variables are identified. Then functions of these variables are determined, which represent the different characteristics of the system. The mathematical model is the set of these functions that describes the behavior of the system. The optimality criterion, or objective function, is a measure of merit or cost. It is a function of the same independent variables and yields a number corresponding to each setting of these variables. There exist different optimization techniques, which are applicable to mathematical models and objective functions of different types. It is usually not practical to use the same, very general, optimization technique for all problems.

It is also not the aim of this book to cover all possible optimization techniques available nor to cover some or many of them. In order to get such an overview the reader is referred to the numerous existing excellent textbooks about optimization. It is rather our aim to demonstrate how the tool of interval arithmetic can be used to solve optimization problems. Thus a new class of optimization methods is created. Some of them are independent of the well-known non-interval techniques and some of them are dependent on and related to famous formulas such as the Kuhn-Tucker conditions or to popular iterative approaches like Newton methods.

In this chapter a short summary of such classical non-interval formulas and techniques is given as far as they will be combined with interval tools in this text. For an extensive treatment of this classical material the reader is again referred to general textbooks of nonlinear optimization, for example, Bertsekas (1982), Blum-Oettli (1975), Dennis-Schnabel (1983), Evtushenko (1985), Fiacco-McCormick (1968), Fletcher (1980, 1981, 1987b), Gill-Murray-Wright (1981), Hestenes (1975), Himmelblau (1972), Horst (1979), Mangasarian (1969), McCormick (1983), Minoux (1986), Wolfe, M.A. (1978), Zangwill (1969).

1.2 Problem Statement

In this section we present a precise statement of the problems for which solution techniques are proposed in this book. A general optimization
problem (sometimes called also a mathematical or nonlinear programming problem) can be formulated as follows: Find the values of $m$ variables $x_1, x_2, \ldots, x_m$, denoted for brevity by $x$, which satisfy the given constraints, that is, a given set of equations or inequalities, or both, and optimize (minimize or maximize) the objective function $f(x)$. Since the problems of minimizing $f(x)$ and maximizing $-f(x)$ are equivalent, the general optimization problem can be written as:

$$\min_{x \in \mathbb{R}^m} f(x)$$

subject to

$$g_i(x) \leq 0, \quad i = 1, \ldots, k,$$
$$h_i(x) = 0, \quad i = k + 1, \ldots, r,$$

where $\mathbb{R}$ denotes the set of real numbers.

In vector notation this general problem is written as

$$\min_{x \in \mathbb{R}^m} f(x) \text{ s.t. } g(x) \leq 0, \quad h(x) = 0$$

(1.1)

where $g(x) = (g_1(x), \ldots, g_k(x))^T$ and $h(x) = (h_{k+1}(x), \ldots, h_r(x))^T$. By the superscript ”$T$” we mean the transpose of a vector such that we are dealing with column vectors. If there are no constraints ($r = 0$), the problem is said to be unconstrained. The constraints may also include as a special case, lower or upper bounds on the variables, that is,

$$a_i \leq x_i \quad \text{or} \quad x_i \leq b_i, \quad i = 1, \ldots, m.$$  

For practical and computational reasons the unconstrained problem is also assumed to involve lower and upper bounds on the variables. These bounds should be chosen so that the solutions do not occur at the bounds, i.e. it is expected that $a_i < x_i < b_i$ for $i = 1, \ldots, m$. An optimization problem is said to be linear if the objective function $f(x)$ and all the constraint functions are linear in the variables $x_1, \ldots, x_m$. Otherwise, the optimization problem is said to be nonlinear. A problem is said to be quadratic if the objective function is quadratic,

$$f(x) = a + b^T x + \frac{1}{2} x^T A x$$
where \( a \) is a constant, \( b \) an \( m \)-dimensional column vector, and \( A \) an \( m \times m \) matrix, and if the constraints are linear (as in the case of a linear problem). If some (or all) of the variables are restricted to a set of integer (or discrete) values, the problem is said to be an integer (or a discrete) optimization problem.

We assume that the problem statement is formulated such that any set of values of the variables \( x = (x_1, \ldots, x_m)^T \) can be interpreted as a point in the \( m \)-dimensional column space \( \mathbb{R}^m \). By writing down the problem statement in the form (1.1) it is already understood implicitly that the function values \( f(x) \), \( g_i(x) \) and \( h_i(x) \) are real numbers, i.e., using the vector notation, that \( g(x) \in \mathbb{R}^k \), \( h(x) \in \mathbb{R}^{r-k} \).

A point \( x \in \mathbb{R}^m \) satisfying the constraints, that is, \( g(x) \leq 0 \) and \( h(x) = 0 \) is called a feasible point. A set \( U \subseteq \mathbb{R}^m \) is called a feasible set if all points of \( U \) are feasible. The set of all feasible points of problem (1.1) is called the feasible set or the feasible region of problem (1.1). An inequality constraint \( g_i(x) \leq 0 \) is called active if \( g_i(x) = 0 \), otherwise inactive \((i = 1, \ldots, k)\). If the problem is unconstrained then there are no constraints and every point is feasible (with respect to the empty set of constraints). However, the attribute feasible is usually dropped in these cases.

A feasible point \( x^* \) is called a local minimum point or a local minimizer for the problem (1.1) if a real number \( \epsilon > 0 \) exists such that

\[
f(x^*) \leq f(x) \quad \text{for all feasible points } x
\]

with \( \|x - x^*\| < \epsilon \). The norm \( \| \cdot \| \) used can be any norm, for example, maximum norm, Euclidean norm, etc. The value \( f(x^*) \) is then called a local minimum or a local minimum value. A feasible point \( x^* \) is called a global minimum point or a global minimizer for the problem (1.1) if

\[
f(x^*) \leq f(x) \quad \text{for all feasible points } x.
\]

The value \( f(x^*) \) is then called the global minimum or the global minimum value. Clearly, a global minimum is a local one, but the converse is generally not true. The concepts local maximum points, local maximizer, etc. are defined analogously. By local optimum points, etc., we mean either local minimum or maximum points, depending on the context.
Even if one is only interested in methods for solving the global optimization problem (that is, to find global solutions such as global minimizers or global minimum values) one has to pay attention to the local problem. The reason is that several techniques for solving the global problem involve local solutions and local techniques.

1.3 Optimality Conditions

In this section, we summarize some well-known conditions for a point \( x \) to be a local minimizer.

The most general optimality condition for problem (1.1) is the *John criterion*. It is essential to distinguish between equality and inequality constraints for this criterion and it is assumed that the objective and constraint functions are differentiable. The criterion says that, if \( x^* \) is a local minimizer of (1.1) then vectors \( u = (u_0, \ldots, u_k)^T \in \mathbb{R}^{k+1} \) and \( v = (v_{k+1}, \ldots, v_r)^T \in \mathbb{R}^{r-k} \) exist such that \( x = x^* \) satisfies

\[
\begin{align*}
& u_0 f'(x) + \sum_{i=1}^k u_i g'_i(x) + \sum_{i=k+1}^r v_i h'_i(x) = 0, \\
& \sum_{i=1}^k u_i g_i(x) = 0, \\
& u \geq 0, \\
& \begin{pmatrix} u \\ v \end{pmatrix} \neq 0.
\end{align*}
\]

Here

\[
f'(x) = \left( \frac{\partial f(x)}{\partial x_1}, \ldots, \frac{\partial f(x)}{\partial x_m} \right)^T
\]

denotes the gradient of \( f \) at \( x \) which will be identified with the derivative of \( f \) at \( x \). Furthermore

\[
J_g(x) = (g'_1(x), \ldots, g'_k(x))^T
\]

and

\[
J_h(x) = (h'_{k+1}(x), \ldots, h'_r(x))^T
\]
Optimality Conditions

will denote the Jacobian matrix of $g$ and $h$ at $x$, respectively. That is

$$J_g(x) = \begin{pmatrix} \frac{\partial g_1(x)}{\partial x_1} & \cdots & \frac{\partial g_1(x)}{\partial x_m} \\ \vdots & \ddots & \vdots \\ \frac{\partial g_k(x)}{\partial x_1} & \cdots & \frac{\partial g_k(x)}{\partial x_m} \end{pmatrix}$$

and

$$J_h(x) = \begin{pmatrix} \frac{\partial h_{k+1}(x)}{\partial x_1} & \cdots & \frac{\partial h_{k+1}(x)}{\partial x_m} \\ \vdots & \ddots & \vdots \\ \frac{\partial h_r(x)}{\partial x_1} & \cdots & \frac{\partial h_r(x)}{\partial x_m} \end{pmatrix}.$$ 

For unconstrained problems, the conditions (1.2) reduce to

$$f'(x) = 0. \quad (1.3)$$

The function whose derivative with respect to $x$ occurs in the first line of (1.2),

$$\Psi(x,u,v) = u_0 f(x) + (u_1, \ldots, u_k) g(x) + v^T h(x),$$

is called the generalized Lagrangian function of (1.1).

The necessary conditions of Kuhn-Tucker are better known. They require a type of condition called a constraint qualification that guarantees that $u_0 > 0$ in (1.2). Since the known qualifications are rather troublesome to verify in practice they are either more of theoretic interest or only in special cases of importance. It is again assumed that the objective and constraint functions are differentiable. A widely used and well-known version is the following, cf. Horst (1979), Fiacco-McCormick (1968):

Let $x$ be a feasible point of problem (1.1). Let $A(x) = \{i : g_i(x) = 0, \ i = 1, \ldots, k\}$ be the so-called active index set. Then $x$ is said to fulfill the constraint qualification (also: regularity condition) if the set of gradients $g'_i(x), h'_j(x)$ with $i \in A(x), \ j = k + 1, \ldots, m$ is linearly independent.
The Kuhn-Tucker criterion, slightly modified, says: If $x^*$ is a local minimizer of the optimization problem (1.1) and if $x^*$ satisfies the constraint qualification then vectors $u = (u_1, \ldots, u_k)^T \in \mathbb{R}^k, v = (v_{k+1}, \ldots, v_r)^T \in \mathbb{R}^{r-k}$ exist such that $x = x^*$ satisfies

$$\begin{align*}
f'(x) + \sum_{i=1}^k u_i g_i'(x) + \sum_{i=k+1}^r v_i h_i'(x) &= 0, \\
\sum_{i=1}^k u_i g_i(x) &= 0, \\
u_i &\geq 0 \quad \text{for } i = 1, \ldots, k.
\end{align*}$$

(1.4)

The components $u_i, v_i$ are frequently called the Lagrangian multipliers. The function whose derivative with respect to $x$ occurs in the first line of (1.4),

$$L(x, u, v) = f(x) + (u_1, \ldots, u_k)g(x) + v^T h(x)$$

is called the Lagrangian function of (1.1).

In order to solve the optimization problem (1.1), the John conditions and Kuhn-Tucker conditions are used as follows: One tries to solve (1.2) or (1.4) for $x, u, v$ with feasible $x$. If solutions are found then they are checked to see if they are local minimizers of (1.1).

In order to get a sufficient number of equations for $x, u, v$, conditions (1.2) and (1.4) are completed by the $r - k$ equations

$$h_i(x) = 0, \quad i = k + 1, \ldots, r,$$

and by the $k$ equations

$$u_i g_i(x) = 0, \quad i = 1, \ldots, k.$$  

(1.5)

Equations (1.5) are equivalent to $\sum_{i=1}^k u_i g_i(x) = 0$ for a feasible point $x$ which means that the last-mentioned condition can be deleted. That this condition implies (1.5) can be seen easily: Let us just focus on one fixed $i$, say $j$. If $j$ is an active index for $x$, that is, $g_j(x) = 0$, then $u_j g_j(x) = 0$. If $j$ is an inactive index for $x$, that is, $g_j(x) < 0$, then $u_j = 0$ follows. Otherwise $u_j g_j(x) < 0$ which would imply $\sum_{i=1}^k u_i g_i(x) < 0$ due to the requirements $u_i \geq 0, g_i(x) \leq 0$.

Thus, in case (1.4), we have $m + r$ equations (plus some restrictions) for the unknowns $x \in \mathbb{R}^m, u \in \mathbb{R}^k, v \in \mathbb{R}^{r-k}$. In case (1.2), we also have $m + r$ equations (plus some restrictions) for the unknowns $x \in \ldots$
\( \mathbf{R}^m, u \in \mathbf{R}^{k+1}, v \in \mathbf{R}^{r-k} \). One can obtain the missing \((m + r + 1)\)-th equation by normalizing the multipliers, for example, by

\[
\sum_{i=0}^{k} u_i + \sum_{i=k+1}^{r} v_i^2 = 1,
\]

cf. also Hansen-Walster (1987b) for further normalizations.

Both systems are now ready to be solved by classical methods such as secant methods, gradient methods, Newton methods, etc.

### 1.4 Penalty Methods

Penalty methods transform a constrained optimization problem into a sequence of unconstrained optimization problems. The sequence can be finite or infinite depending on the chosen method. The main advantages are that the number of variables does not increase with the transformation, and that the underlying principle is very simple. Disadvantages are that the simpler methods are numerically ill-conditioned, and that the more sophisticated methods lose their simplicity. The reason for this is that these improved versions become effective and avoid the shortcomings of the simpler versions only if they are combined with other theories and techniques, such as duality theory, etc. See, for example, Fletcher (1983, 1985), Bertsekas (1982), Hestenes (1975), and others. Since it is not the scope of this text to present the most perfect way of applying penalty functions but to discuss how to combine interval methods with classical optimization ideas, we only give a brief discussion of exact nondifferentiable penalty functions as a prototype. This prototype may be integrated into more interesting techniques.

The optimization problem (1.1) is again considered. We introduce the function

\[
q(x) = \sum_{i=1}^{k} \max(0, g_i(x)) + \sum_{i=k+1}^{r} | h_i(x) |
\]

which takes nonnegative values only. For any \( x \), \( q(x) = 0 \) iff \( x \) is a feasible point.
Thus, the term $q(x)$ together with a so-called penalty factor $\rho$ can be used to indicate infeasible points and to push $x$ into the feasible region by increasing $\rho$. For this purpose we introduce a new objective function,

$$p(x, \rho) = f(x) + \rho q(x),$$

(1.6)

which transforms problem (1.1) to the unconstrained optimization problem

$$\min p(x, \rho)$$

(1.7)

where $\rho > 0$ is seen as being constant for the moment. $p(x, \rho)$ is frequently called an $l_1$ exact penalty function.

Note that $p(x, \rho)$ need not be differentiable at the boundary of the feasible region. The power of the transformation to (1.7) relies on the fact that if $x^*$ is any local minimizer of (1.1) then a threshold value $\tilde{\rho}$ exists such that $x^*$ is a local minimizer of (1.7) for any $\rho > \tilde{\rho}$. Thus $x^*$ can be computed with a single unconstrained minimization if an appropriate value of $\rho$ is used in (1.7). Otherwise a sequence of problems $\min p(x, \rho_2)$ with $\rho_1 < \rho_2 < \ldots$ must be computed until a local minimizer of $\min p(x, \rho_2)$ is found which is feasible for (1.1). Fortunately, one can obtain good approximations to $\tilde{\rho}$ via estimates of the Lagrangian multipliers.

### 1.5 Unconstrained Minimization

If problem (1.1) has no constraints, that is, $k = r = 0$, then it is called an unconstrained minimization problem, written concisely as

$$\min_{x \in \mathbb{R}^n} f(x)$$

(1.8)

where $f : \mathbb{R}^n \to \mathbb{R}$. We use $\mathbb{R}^n$ as domain of $f$ for simplicity. The user can adapt it to his special situation.

If $f$ is differentiable, the classical necessary condition for a point $x$ to be a local minimizer is

$$f'(x) = 0.$$  

(1.9)
A well-known sufficient condition is the following: If (1.9) holds, if $f$ is twice differentiable in $x$ and if

$$f''(x) = \left(\frac{\partial^2 f(x)}{\partial x_i \partial x_j}\right)_{i=1,...,m}^{j=1,...,m},$$

the Hessian matrix of $f$ at $x$, is positive definite then $x$ is a local minimizer.

In connection with interval techniques, we will apply methods for the unconstrained case when we are going to solve

1. an unconstrained problem by itself,
2. a constrained problem when the area being processed is already within the feasible region.

Applying techniques for unconstrained minimization can mean two different things:

(i) Looking for a way downhill in order to reach a local minimizer,

(ii) Solving a system of equations, i.e. (1.9), that is the gradient of the objective function $f$, in order to obtain the critical points of $f$. The local minimizers are then among the solutions.

Even though these two possibilities look different, they are connected together with the structure of the methods available for the solutions. Good overviews of this subject may be found, for example, in Dennis-Schnabel (1983), Gill-Murray-Wright (1981), Fletcher (1980), McCormick (1983), Ortega-Rheinboldt (1970).

In the remaining part of this section we give a rudimentary sketch of some of the most frequently used methods for treating (i) and (ii).

**Newton’s Method**

Let $\phi : \mathbb{R}^n \to \mathbb{R}^n$ and $\phi \in C^1$ be given. (By $C^n$ we mean the class of functions which are $n$-times continuously differentiable. $C^1$ functions are also called smooth functions.) We write $\phi$ but our intent is to mainly consider $f'$, cf. (1.9). The Jacobian matrix of $\phi$ at $x$ is
denoted by $J(x)$. We want to find a solution $x^* \in \mathbb{R}^m$ of the system of equations

$$\phi(x) = 0. \quad (1.10)$$

The prototype steps of Newton's method are:

1. Choose $x_0 \in \mathbb{R}^m$.
2. Set $n := 0$.
3. Solve $J(x_n)s_n = -\phi(x_n)$ for $s_n \in \mathbb{R}^m$.
4. Set $x_{n+1} := x_n + s_n$.
5. Set $n := n + 1$.
6. Return to 3.

Advantages are the quadratic convergence property of the method if $x_0$ is "near" a solution which means that

$$\| x_{n+1} - x^* \| \leq c \| x_n - x^* \|^2$$

for some constant $c$ and any norm of the space $\mathbb{R}^m$. Disadvantages are that each step requires both the computation of $J(x_n)$ and the solution of a system of linear equations.

For practical computations it is frequently recommended to replace the Jacobian matrix of $\phi$ by finite difference expressions or by secant formulas, cf. Dennis-Schnabel (1983), and others.

A problem which is frequently discussed is the selection of the appropriate strategy when $J(x_n)$ becomes ill-conditioned or singular. There are several ways to overcome this problem. A very promising one, for example, is the tensor method of Schnabel-Frank (1984), cf. also Schnabel (1983). Since the local Newton method is only a tool for speeding up the computation in this monograph, we are not concerned with this problem as long as we use interval methods for solving the global problem (1.1). If the problem occurs then the local search by Newton's method is abandoned and global interval techniques are applied.
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If Newton’s method is used to solve problem (1.8) directly, that is, solutions of

\[ f'(x) = 0 \]

are looked for (which are called critical points of \( f \)), one has to assume \( f \in C^2 \) and one obtains Newton’s method for unconstrained optimization as a special case. The Hessian matrix of \( f \) at \( x \) is denoted by \( f''(x) \). The basic steps are:

1. Choose \( x_0 \in \mathbb{R}^m \).
2. Set \( n := 0 \).
3. Solve \( f''(x_n)s_n = -f'(x_n) \) for \( s_n \in \mathbb{R}^m \).
4. Set \( x_{n+1} := x_n + s_n \).
5. Set \( n := n + 1 \).
6. Return to 3.

The advantages and disadvantages of Newton’s method for unconstrained optimization are the same as for the former Newton’s method. There is however a further point to be mentioned, which is that the points \( x_n \) tend to a critical point of \( f \). This can be a local minimizer, a local maximizer or a saddle point. Therefore one will apply Newton’s method for unconstrained optimization mainly in an area where \( f''(x) \) is positive definite which means \( z^T f''(x)z > 0 \) for \( z \in \mathbb{R}^m, z \neq 0 \). There are useful adaptations if \( f''(x) \) is not positive definite, cf. Gill-Murray-Wright (1981), Dennis-Schnabel (1983), McCormick (1983), Moré-Sorensen (1979), etc. For example, there are good reasons to take modifications of the form

\[ f''(x_n) + \mu I \]

instead of \( f''(x_n) \) in Step 3 where \( \mu > 0 \) is chosen such that positive definiteness is obtained. \( I \) is the identity matrix.

The use of difference schemes and of secant formulas, as mentioned before, is recommended again in practical computations. Additionally
because of the symmetry of $f''(x)$ there are further advantages which lead to interesting developments, such as, for example, the theory of conic models, first proposed by Davidon (1980).

**Quasi Newton Methods**

As was just mentioned there are many modifications of Newton’s method for a variety of reasons. Probably the most important modifications result in a class of algorithms which are “similar” to Newton’s method, that is, the class of quasi Newton methods. Unfortunately terminology is neither unique (also: *variable metric methods*; sometimes also: *secant methods*) nor is this class well defined. The first quasi Newton method was suggested by Davidon (1959), cf. Gill-Murray-Wright (1981, p. 125) for further historical details. See also Dennis-Moré (1977).

The key to the success of Newton’s method is the curvature information provided by the Hessian matrix which allows a local quadratic model of $f$ to be developed. The theory of quasi Newton methods is based on the fact that an approximation to the curvature information can be obtained without explicitly forming the Hessian matrix, cf. Gill-Murray-Wright (1981). The general iteration step of a quasi Newton method for getting a local minimizer of $f$ may be best described by the rule

$$x_{n+1} := x_n - H_n f'(x_n) t_n, \quad n = 0, 1, \ldots$$

where $H_n$ is an approximation to the inverse of the Hessian matrix and $t_n$ is a step-size scalar, cf. McCormick (1983, p. 180). More restrictive are, for instance, Dennis-Schnabel (1983, p. 112), as they use the name quasi Newton method only if the quasi Newton steps are finally replaced by Newton’s steps in a sufficiently small neighborhood of the local minimizer.

It is not the aim of this monograph to investigate the theory of quasi Newton methods. Instead we restrict ourselves to mentioning that both the quasi Newton methods and the usual Newton methods may be incorporated into the global interval arithmetical framework as described in later sections.
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Steepest Descent and Conjugate Gradient Methods

We will summarize here a few methods for solving the unconstrained minimization problem (1.8) where only first order information shall or can be used. Thus we assume \( f : \mathbb{R}^m \to \mathbb{R} \) and \( f \in C^1 \).

The **steepest descent algorithm (with exact line search)** is so simple in its construction and so widely used that it should at least be mentioned, even though other methods are superior. The basic steps of this algorithm are:

1. Choose \( x_0 \in \mathbb{R}^m \), set \( n := 0 \).
2. If \( f'(x_n) = 0 \) then stop.
3. Set \( d_n := -f'(x_n) \).
4. Let \( \alpha_n \) be a local or global minimizer of the problem \( \min f(x_n + \alpha d_n) \) with respect to \( \alpha \geq 0 \).
5. Set \( x_{n+1} := x_n + \alpha_n d_n \).
6. Set \( n := n + 1 \). Return to 2.

It can be proven that the algorithm either terminates at a critical point of \( f \) or that the sequence \( (f'(x_n)) \) converges to zero, provided the set \( \{ x : f(x) \leq c \} \) is bounded for any constant \( c \). Unless the gradient vanishes, the steepest descent direction, \( d_n \), is clearly a descent direction. However, the number of iterations that are needed to make \( \| f'(x_n) \| \) (with any norm) sufficiently small can be very large, even in simple situations such as strictly convex quadratic functions, cf. for example, Powell (1986).

A vast improvement in convergence speed was given by the **conjugate gradient method** of Fletcher-Reeves (1964), although the only change to the above steepest descent steps is Step 3 where the search direction is altered in the following manner:

3. Set \( d_n := \begin{cases} -f'(x_n), & \text{if } n = 0 \\ -f'(x_n) + \beta_n d_{n-1}, & \text{if } n > 0 \end{cases} \)
where $\beta_n = \| f'(x_n) \|^2 / \| f'(x_{n-1}) \|^2$ with the norm being the Euclidean norm.

The conjugate gradient method of Polak-Ribière (1969) is also very successful where $\beta_n$ for $n > 0$ is defined by

$$\beta_n = f'(x_n)^T(f'(x_n) - f'(x_{n-1}))/\| f'(x_{n-1}) \|^2.$$ 

An interesting comparison of the conjugate gradient methods just described can be found in Powell (1986).

**Methods for Nondifferentiable Functions**

It would go too far to include methods for nondifferentiable functions to the overview given in this section. We only mention that two cases are mainly distinguished in practice. In the first case, the function still offers some first order information such that methods can be applied which are based on generalized gradients, cf. for example, Demyanov-Vasilev (1985), Zowe (1985), Demyanov-Pallaschke (1985), or the contributions given in Demyanov-Dixon (1986) for a recent overview. In the second case where no appropriate first order information is available, so-called direct search methods may be applied. They are based mainly on function value comparisons, cf. for example, Gill-Murray-Wright (1981). See also the methods mentioned in Sec. 3.12.
Chapter 2

Principles of Interval Analysis

2.1 Introduction

Most methods for global optimization suffer from at least one of two defects. The first defect is that the method may not be able to guarantee that the global optimum points have been found to a given tolerance. This means that the results are subject to doubts as regards to their validity. The second defect is that the method may only be applicable under severely restrictive conditions such as the knowledge of a Lipschitz constant, convexity, etc.; otherwise it is likely that only a local minimizer is found instead of a global one. These defects are due to the difficulty of solving the global optimization problem. Global optimization is therefore considered to be an intractable subject.

The above shortcomings may be avoided through the use of the tools and techniques of interval analysis. Within the framework of interval analysis it is possible to develop reliable inclusions for both the minimum values and the minimum points for a very large class of functions.

The work in interval arithmetic began especially with the papers of R.E. Moore, the "father" of interval arithmetic. There are also two very early papers by W. Warmus (1956) from Poland and T. Sunaga (1958) from Japan who reported on the first investigations in inter-
val arithmetic. Up to now three monographs introducing this subject have appeared. These are R.E. Moore’s *Interval Analysis* (1966), also available in German translation (1967), G. Alefeld - J. Herzberger’s *Einführung in die Intervallrechnung* (1974), also available in English translation (1983) and R.E. Moore’s *Methods and Applications of Interval Analysis* (1979). Many international conferences have also been held where the main theme was interval analysis. The first such conference took place in Oxford, England, in 1968 and the most recent was held in Columbus, U.S.A., in 1987. Proceedings of the symposia have been edited by E. Hansen (1969a), K. Nickel (1975), (1980), (1986), J. Albrecht - H. Wünsch (1985) and R.E. Moore (1988).

In this chapter some basic tools and techniques of interval analysis are introduced as applied to the global optimization problem. In Sec. 2.2 we motivate and justify the use of interval arithmetic. In Sec. 2.3, the interval arithmetic operations and some basic rules and properties are introduced. In Sec. 2.4, the behavior of interval arithmetic is described when it is executed on a computer. The contents of Sec. 2.5 is mainly concerned with interval arithmetic matrix computations. The main tool for treating optimization problems, that is the concept of an inclusion function, is developed in Sec. 2.6. Natural interval extensions which are also treated in Sec. 2.6 are a constructive means for generating inclusion functions. Sec. 2.7 presents the centered forms, the most popular inclusion functions. We recommend two special centered forms; these are the meanvalue forms and the Taylor forms. These forms can be understood and applied without too much theoretical background. For obtaining optimum bounds of the objective function depending on the information available we give formulas for the developing points which are the best possible chosen for the meanvalue forms. In Sec. 2.8, interval Hessian matrices are introduced that have as few interval entries as possible. Their use in Taylor forms or in interval Newton methods leads to improved approximations. Finally, great care is bestowed upon the presentation of the interval Newton method in Sec. 2.9 and 2.10. Many algorithmic details are added in order to facilitate the implementation of the computational steps of this method.
2.2 Why Interval Arithmetic?

Present-day computers employ an arithmetic called fixed length floating point arithmetic or short, floating point arithmetic. In this arithmetic real numbers are approximated by a subset of the real numbers called the machine representable numbers (or short machine numbers). Because of this representation two types of errors are generated. The first type of error occurs when a real valued input data item is approximated by a machine number. The second type of error is caused by intermediate results being approximated by machine numbers.

Interval arithmetic provides a tool for estimating and controlling these errors automatically. Instead of approximating a real value \( x \) by a machine number, the usually unknown real value \( x \) is approximated by an interval \( X \) having machine number upper and lower boundaries. The interval \( X \) contains the value \( x \). The width of this interval may be used as measure for the quality of the approximation. The calculations therefore have to be executed using intervals instead of real numbers and hence the real arithmetic has to be replaced by interval arithmetic. When computing with the usual machine numbers \( \tilde{x} \) there is no estimate of the error \( |\tilde{x} - x| \). The computation with including intervals, however, provides the following estimate for the absolute error

\[
|x - \text{mid } X| \leq w(X)/2
\]

where \( \text{mid } X \) denotes the midpoint of the interval \( X \) and \( w(X) \) denotes the width of \( X \). An estimate for the relative error is,

\[
\left| \frac{x - \text{mid } X}{x} \right| \leq \frac{w(X)}{2 \min |X|} \text{ if } 0 \notin X,
\]

where \( |X| = \{x : x \in X \} \).

Let us consider an example. The real number \( 1/3 \) cannot be represented by a machine number. It may, however, be enclosed in the machine representable interval \( A = [0.33, 0.34] \) if we assume that the machine numbers are representable by two digit numbers (without exponent part). If we now want to multiply \( 1/3 \) by a real number \( b \) which we know lies in \( B = [-0.01, 0.02] \) then we seek the smallest interval \( X \) which
(a) contains $b/3$,

(b) depends only on the intervals $A$ and $B$, and does not depend on $1/3$ and $b$,

(c) has machine numbers as boundaries.

The realization of these requirements is accomplished by two steps,

(i) operations for intervals are defined which satisfy (a) and (b),

(ii) the application of certain rounding procedures to these operations yields (c).

By (i), an interval arithmetic is defined, and by (ii) a machine interval arithmetic is defined.

Let us consider another example where we apply the mean value formula to gain a local approximation of a continuously differentiable function $f : \mathbb{R} \to \mathbb{R}$ (denotes the set of reals) near a point $x \in \mathbb{R}$,

$$f(x + h) = f(x) + f'(\xi)h. \quad \text{(2.1)}$$

For simplicity, we assume that $h > 0$. Then $\xi \in [x, x + h] =: X$. How can we represent the information given by (2.1) on a computer? How can we evaluate $f(x + h)$ on the computer via the right side of (2.1) if $x$ and $h$ are given? Obviously, $\xi$ is not assigned a numerical value which would be necessary if we wish to compute $f'(\xi)$ automatically on a computer. How should (2.1) be treated in order that it might be used for further numerical manipulation as for example if (2.1) is to be multiplied by a number? The answer is quite simple: Use interval arithmetic and compute

$$F(x, h) := f(x) + f'(X)h$$

as will be defined in the sequel. Then $F(x, h)$ will be an interval, i.e. representable on the computer, and we will know that $f(x+h) \in F(x, h)$ where $f(x + h)$ is unknown and $F(x, h)$ is known.

Such principles have many interesting applications in numerical analysis. Examples are the computational verification of the existence
or the uniqueness of solutions of equations in compact domains, cf. Moore (1977, 1978), strategies for finding safe starting regions for iterative methods, cf. Moore-Jones (1977), etc. In this manner one can provide methods which generate a sequence of multi-dimensional intervals, \((Y_n)\), that converges to the set of global minimum points where the sequence \(f(Y_n)\) converges to the global minimum of \(f\). A comfortable side effect of the use of interval arithmetic is that when a theoretical interval algorithm is implemented using machine intervals via the so-called outward rounding, the rounding errors are completely under control and cannot falsify the results, cf. Sec. 2.4.

### 2.3 Interval Arithmetic Operations

Let \(\mathbf{I}\) be the set of real compact intervals \([a, b]\), \(a, b \in \mathbb{R}\) (these are the ones normally considered). Operations in \(\mathbf{I}\) satisfying the requirements (a) and (b) of Sec. 2.2 are then defined by the expression

\[
A \ast B = \{a \ast b : a \in A, b \in B\} \text{ for } A, B \in \mathbf{I} \tag{2.2}
\]

where the symbol \(\ast\) stands for \(+, -, \cdot, \text{ and } /\), and where, for the moment, \(A/B\) is only defined if \(0 \not\in B\).

The definition (2.2) is motivated by the fact that the intervals \(A\) and \(B\) include some exact values, \(\alpha\) respectively \(\beta\), of the calculation. The values \(\alpha\) and \(\beta\) are generally not known. The only information which is usually available consists of the including intervals \(A\) and \(B\), i.e., \(\alpha \in A, \beta \in B\). From (2.2) it follows that

\[
\alpha \ast \beta \in A \ast B \tag{2.3}
\]

which is called the inclusion principle of interval arithmetic. This means that the (generally unknown) sum, difference, product, and quotient of the two reals is contained in the (known) sum, difference, product, respectively in the quotient of the including intervals. Moreover, \(A \ast B\) is the smallest known set that contains the real number \(\alpha \ast \beta\). Moore (1962) proved that \(A \ast B \in \mathbf{I}\) if \(0 \not\in B\).

It is emphasized that the real and the corresponding interval operations are denoted by the same symbols. So-called point intervals,
that is intervals consisting of exactly one point, \([a, a]\), are denoted by \(a\). Expressions like \(aA, a + A, A/a, (-1)A\), etc. for \(a \in \mathbb{R}, A \in I\) are therefore defined. The expression \((-1)A\) is written as \(-A\).

Definition (2.2) is useless in practical calculations. Moore (1962) proved that (2.2) is equivalent to the following constructive rules,

\[
\begin{align*}
[a, b] + [c, d] &= [a + c, b + d],
[a, b] - [c, d] &= [a - d, b - c],
[a, b] \cdot [c, d] &= \min(ac, ad, bc, bd), \max(ac, ad, bc, bd)],
[a, b] / [c, d] &= [a, b] \cdot [1/d, 1/c] \text{ if } 0 \notin [c, d].
\end{align*}
\]

(2.4) shows that subtraction and division in \(I\) are not the inverse operations of addition and multiplication respectively as is the case in \(R\). For example,

\[
\begin{align*}
[0, 1] - [0, 1] &= [-1, 1],
[1, 2] / [1, 2] &= [1/2, 2].
\end{align*}
\]

This property is one of the main differences between interval arithmetic and real arithmetic. Another main difference is given by the fact that the distributive law of real arithmetic is not valid in general. Only the so-called subdistributive law,

\[
A(B + C) \subseteq AB + AC \text{ for } A, B, C \in I
\]

(2.5) holds in \(I\). For example,

\[
\begin{align*}
[0, 1][1 - 1] &= 0,
[0, 1][0, 1] &= [-1, 1].
\end{align*}
\]

The distributive law is valid in some special cases, for example,

\[a(B + C) = aB + aC \text{ if } a \in \mathbb{R} \text{ and } B, C \in I.\]

The following properties follow directly from (2.2): Let \(A, B, C, D, \in I\) and \(*\) be any interval operation then

\[
\begin{align*}
A + B &= B + A, \\
A + (B + C) &= (A + B) + C, \\
AB &= BA, \\
A(BC) &= (AB)C, \\
A \subseteq B, C \subseteq D \text{ implies } A * C \subseteq B * D \text{ (if } B * D \text{ is defined).}
\end{align*}
\]
Interval Arithmetic Operations

The last property of (2.6) is the inclusion isotonicity of interval operations.

The usual set theoretic operations, intersection and union, are applicable for intervals \( A, B \in I \), and also for intervals of extended classes as will be introduced later:

\[
A \cap B = \{ x : x \in A \text{ and } x \in B \}, \\
A \cup B = \{ x : x \in A \text{ or } x \in B \}.
\]

Both of these operations can lead to sets not in \( I \). For instance, \( A \cap B \) can be empty, and \( A \cup B \) can be a set consisting of two disjoint intervals.

A sophisticated extension of the interval arithmetic operations defined above to unbounded intervals is needed and introduced in Chapter 4. For the moment, a small fragment of such an unbounded arithmetic is provided as far as it is required for the interval Newton method in Sec. 2.9. Alefeld (1968) was the first to use infinite intervals in Newton methods. The following formulas are due to Hansen (1980):

Let \( 0 \in [c, d] \) and \( c < d \), then

\[
[a, b] / [c, d] = \begin{cases} 
 [b/c, +\infty) & \text{if } b \leq 0 \text{ and } d = 0, \\
 (-\infty, b/d) \cup [b/c, +\infty) & \text{if } b \leq 0, c < 0, \text{ and } d > 0, \\
 (-\infty, b/d) & \text{if } b \leq 0 \text{ and } c = 0, \\
 (-\infty, a/c] & \text{if } a \geq 0 \text{ and } d = 0, \\
 (-\infty, a/c] \cup [a/d, +\infty) & \text{if } a > 0, c < 0, \text{ and } d > 0, \\
 [a/d, +\infty) & \text{if } a \geq 0 \text{ and } c = 0, \\
 (-\infty, +\infty) & \text{if } a < 0 \text{ and } b > 0,
\end{cases}
\]

(2.7)

and furthermore \( [a, b] / 0 = (-\infty, \infty) \).

These formulas are not applicable to every problem, but they are appropriate for solving linear equations in connection with the interval Newton method. There is also no need for implementing the formulas (2.7) on the machine explicitly since they are finally intersected with a bounded interval such that the result is always a bounded interval, a pair of bounded intervals, or the empty set. We also have to shift unbounded intervals before intersecting them. This means that for
$x, a \in \mathbb{R}$,

\[
x + [a, \infty) = [x + a, \infty), \quad x + (-\infty, \infty) = (-\infty, \infty), \quad x + (-\infty, a] = (-\infty, x + a].
\]

It is hardly possible to deal with larger interval arithmetic calculations unless formulas and rules are available for common combinations of intervals so that it is not necessary to resort to the fundamental arithmetic rules (2.4) for each calculation. For a good collection of such formulas and their proofs the reader is referred to Alefeld-Herzberger (1983). Examples of such formulas are, where $w([c, d]) = d - c$ and mid $[c, d] = (c + d)/2$:

\[
\begin{align*}
    w(aA \pm bB) &= |a| w(A) + |b| w(B), \\
    \text{mid}(aA \pm bB) &= a \text{ mid } A \pm b \text{ mid } B
\end{align*}
\]

for $a, b \in \mathbb{R}, A, B \in \mathbf{I}$. If $A$ is symmetric, that is, $A = [-a, a]$ for some $a \geq 0$, and if $B = [c, d]$ then

\[
\begin{align*}
    AB &= \begin{cases} A \text{ max}(|c|, |d|), \\
                        A/c \text{ if } c > 0, \\
                        A/d \text{ if } d < 0, \end{cases} \\
    A/B &= \begin{cases} A \text{ max}(|c|, |d|), \\
                        A/c \text{ if } c > 0, \\
                        A/d \text{ if } d < 0, \end{cases} \\
    w(AB) &= 2a \text{ max}(|c|, |d|),
\end{align*}
\]

etc.

## 2.4 Machine Interval Arithmetic

Let us return to the requirements (c) or (ii) of Sec. 2.2, that is, that the endpoints of our intervals must be machine numbers. This leads to a special topic called machine interval arithmetic. It can be considered as an approximation to interval arithmetic on computer systems.

Machine interval arithmetic is based on the inclusion isotonicity of the interval operations in the following manner: Let us again assume that $\alpha, \beta$ are the unknown exact values at any stage of the calculation, and that only including intervals are known, $\alpha \in A, \beta \in B$. Then $A, B$ might not be representable on the machine. Therefore $A$ and $B$ are
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replaced by the *smallest machine intervals* that contain $A$ and $B$,

$$A \subseteq A_M, \quad B \subseteq B_M.$$ 

A machine interval is an interval which has left and right endpoints that are machine numbers. From (2.6) it follows that

$$A \cdot B \subseteq A_M \cdot B_M.$$ 

The interval $A_M \cdot B_M$ need not be a machine interval and it is therefore approximated by $(A_M \cdot B_M)_M$ which is representable on the machine. This leads to the inclusion principle of machine interval arithmetic:

$$\alpha \in A, \beta \in B \text{ implies } \alpha \cdot \beta \in (A_M \cdot B_M)_M. \quad (2.9)$$

Thus, the basic principle of interval arithmetic is retained in machine interval arithmetic, that is, the exact unknown result is contained in the corresponding known interval, and rounding errors are under control.

We *sum up*: When a concrete problem has to be solved then our procedure is as follows:

- the theory is done in interval arithmetic;
- the calculation is done in machine interval arithmetic;
- the inclusion principle (2.9) provides the transition from interval arithmetic to machine interval arithmetic.

There are several software systems and software packages in which machine interval arithmetic is implemented, for example TRIPLEX-ALGOL-60, PASCAL-SC, FORTRAN-SC, or ACRITH for some IBM computers, ARITHMOS for some Siemens computers, etc.

2.5 Further Notations

The set of real numbers is denoted by $\mathbb{R}$ and the set of real compact intervals $[a, b], a, b \in \mathbb{R}$ by $I$. If $A \in I$ then we also write $A = [lbA, ubA]$ denoting the lower and upper boundaries of $A$ by $lbA$ and $ubA$. Intervals of the form $[a, a]$ are called *point intervals*. These are identified
with the corresponding reals. The width of an interval $A = [a, b]$ is denoted by

$$w(A) = b - a$$

and the midpoint by

$$\text{mid } A = \frac{a + b}{2}.$$ 

If $A = [a, b], B = [c, d] \in \mathbf{I}$ then

$$A \leq B \text{ iff } b \leq c$$

and

$$A < B \text{ iff } b < c.$$ 

If $D \subseteq \mathbf{R}$ then $\mathbf{I}(D) = \{Y \mid Y \in \mathbf{I}, Y \subseteq D\}$.

The set of real $m$-dimensional column vectors is denoted by $\mathbf{R}^m$ and the set of $m$-dimensional interval column vectors by $\mathbf{I}^m$. The superscript $T$ means the transpose of a row or a column.

If $A = (A_1, \ldots, A_m)^T \in \mathbf{I}^m$ then $A$ is a right parallelepiped $A_1 \times A_2 \times \ldots \times A_m$. The vector of left endpoints of $A$ is denoted by $\text{lb}A = (\text{lb}A_1, \ldots, \text{lb}A_m)^T$ and the vector of right endpoints is denoted by $\text{ub}A = (\text{ub}A_1, \ldots, \text{ub}A_m)^T$. Interval vectors are also called intervals when it is clear from the context whether real intervals or interval vectors are intended. A box is also a frequently used synonym for an $m$-dimensional interval vector in this monograph.

If $A = (A_1, \ldots, A_m)^T \in \mathbf{I}^m$ then the width of $A$ is defined to be

$$w(A) = \max \{w(A_i) : i = 1, \ldots, m\}$$

and the midpoint of $A$ to be

$$\text{mid } A = (\text{mid } A_1, \ldots, \text{mid } A_m)^T.$$ 

The set of $n \times m$ real matrices is denoted by $\mathbf{R}^{n \times m}$ and the set of $n \times m$ interval matrices by $\mathbf{I}^{n \times m}$. If $A = (A_{ij}) \in \mathbf{I}^{n \times m}$ then

$$\text{mid } A = (\text{mid } A_{ij}) \in \mathbf{R}^{n \times m}$$

is the midpoint of $A$. Clearly mid $A \in A$. 
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If $A, B \in \mathbf{I}$, $A, B \in \mathbf{I}^m$ or $A, B \in \mathbf{I}^{n \times m}$ then

$$A \cap B = \{ x : x \in A \text{ and } x \in B \}$$

is the intersection of $A$ and $B$ and

$$A \cup B = \{ x : x \in A \text{ or } x \in B \}$$

the union of $A$ and $B$.

If $A = [a, b], B = [c, d] \in \mathbf{I}$ then the inclusion of $A$ in $B$ is as usual

$$A \subseteq B \text{ if } c \leq a \leq b \leq d.$$  

If $A, B \in \mathbf{I}^m$ or $A, B \in \mathbf{I}^{n \times m}$ then $A \subseteq B$ means that $A_i \subseteq B_i$ for $i = 1, \ldots, m$ or $A_{ij} \subseteq B_{ij}$ for $i = 1, \ldots, n; j = 1, \ldots, m$. Similarly, if $x \in \mathbb{R}^m, A \in \mathbf{I}^m$, or if $x \in \mathbb{R}^{n \times m}, A \in \mathbf{I}^{n \times m}$ then

$$x \in A$$

means $x_i \in A_i$ for $i = 1, \ldots, m$ or $x_{ij} \in A_{ij}$ for $i = 1, \ldots, n; j = 1, \ldots, m$.

Similarly, if $A, B \in \mathbf{I}^m$ then

$$A \leq B \quad \text{or} \quad A < B$$

means $A_i \leq B_i$ for $i = 1, \ldots, m$, or $A_i < B_i$ for $i = 1, \ldots, m$, respectively. Note that $A \leq B$ does not mean that $A = B$ or $A < B$ holds as is the case with inequalities in $\mathbb{R}$.

The interval arithmetic operations are extended to interval vector and interval matrix operations in the usual manner:

$$a(A_{ij}) = (aA_{ij}) \quad \text{for} \quad a \in \mathbb{R}, (A_{ij}) \in \mathbf{I}^{n \times m}$$

$$(A_{ij}) \pm (B_{ij}) = (A_{ij} \pm B_{ij}) \quad \text{for} \quad (A_{ij}), (B_{ij}) \in \mathbf{I}^{n \times m}$$

$$(A_{ij})(B_{ij}) = \left( \sum_{l=1}^{k} A_{il}B_{lj} \right) \quad \text{for} \quad (A_{ij}) \in \mathbf{I}^{n \times k}, (B_{ij}) \in \mathbf{I}^{k \times m}.$$  

This definition includes the arithmetic for interval vectors (rows as well as columns) by setting $n = 1$ or $m = 1$. 
If $A, B, C, D$ are interval vectors or interval matrices and if * denotes one of the operations $+, -, \cdot,$ or $/$, then

$$A \subseteq C, \ B \subseteq D \implies A \ast B \subseteq C \ast D$$ \hspace{1cm} (2.10)

if the operations are defined. Property (2.10) is the extended form of the inclusion isotonicity of the interval arithmetic operations.

Letting $x, y \in \mathbb{R}$, we define (after Sunaga (1958))

$$x \lor y = \begin{cases} [x, y] & \text{if } x \leq y, \\ [y, x] & \text{if } y \leq x. \end{cases}$$

We see that $x \lor y$ is the interval spanned by the reals $x$ and $y$, that is, the smallest interval that contains $x$ and $y$. If $x = (x_1, \ldots, x_m)^T$, $y = (y_1, \ldots, y_m)^T \in \mathbb{R}^m$, then we define

$$x \lor y = (x_1 \lor y_1, \ldots, x_m \lor y_m)^T \in \mathbb{I}^m.$$ 

Clearly, $x \lor y$ is the interval that is spanned by the vectors $x$ and $y$. If $X, Y \in \mathbb{I}$ then $X \lor Y$ denotes the smallest interval which contains $X$ and $Y$. If $X = [a, b]$ and $Y = [c, d]$ then

$$X \lor Y = [\min(a, c), \max(b, d)].$$

Furthermore, if $X = (X_1, \ldots, X_m)^T, Y = (Y_1, \ldots, Y_m)^T \in \mathbb{I}^m$ then the smallest interval $Z \in \mathbb{I}^m$ that contains $X$ and $Y$ is denoted by $X \lor Y$ and it is equal to $(X_1 \lor Y_1, \ldots, X_m \lor Y_m)^T$.

For $D \subseteq \mathbb{R}^m$ we denote by $\mathbb{I}(D)$ the set of all boxes $Y \in \mathbb{I}^m$ with $Y \subseteq D$. For example, if $X \in \mathbb{I}^m$, and thus $X \subseteq \mathbb{R}^m$, the set of all subboxes $Y$ of $X$ is just $\mathbb{I}(X)$. In this connection we say that $Y$ is an interval variable over $\mathbb{I}(X)$ which shall mean that $Y$ can take each box of $\mathbb{I}(X)$ as value. This terminology is mainly used when functions $F : \mathbb{I}(X) \rightarrow \mathbb{I}$ etc. are considered.

### 2.6 Inclusion Functions and Natural Interval Extensions

In this section, the inclusion principle for the interval arithmetic operations is extended to more general functions such as programmable functions.
Inclusion Functions and Natural Interval Extensions

In the treatment of optimization problems using interval arithmetic the main tool is the concept and application of inclusion functions. Let $D \subseteq \mathbb{R}^m$ and $f : D \rightarrow \mathbb{R}$. Let furthermore $\square f(Y) = \{ f(x) : x \in Y \}$ be the range of $f$ over $Y \in \mathbf{I}(X)$. A function $F : \mathbf{I}(D) \rightarrow \mathbf{I}$ is called an inclusion function for $f$ if

$$\square f(Y) \subseteq F(Y) \quad \text{for any } Y \in \mathbf{I}(X). \quad (2.11)$$

Inclusion functions for vector-valued or matrix-valued functions are defined analogously. The inclusion condition (2.11) must in this case be satisfied componentwise.

It turns out that interval analysis provides a natural framework for constructing inclusion functions recursively for a large class of functions.

In order to outline this class of functions it is assumed that some fundamental functions are available for which inclusion functions are already known. This assumption is verified by existing computer languages for interval computations. These languages have pre-declared functions $g$ (examples are $\sin$, $\cos$, etc.) available. For these functions it is also assumed that pre-declared inclusion functions $G$ satisfying the above conditions (2.11) are given. The functions $G$ are easy to construct since their monotonicity intervals are generally known, such that even $G(Y) = \square g(Y)$ will hold, in general. It is also easy to realize these inclusion functions $G$ on a computer such that (2.11) is not violated. In this case the influence of rounding errors is kept under control by computing

$$(G(Y_M))_M \text{ instead of } G(Y),$$

cf. Sec. 2.4.

Let $f : D \rightarrow \mathbb{R}$, $D \subseteq \mathbb{R}^m$ be a function which may be described in some programming language as an explicit expression without use of logical or conditional statements (such as "if ... then", "while", etc.). That is, each function value $f(x), x \in D$, can be written down as an expression (also denoted by $f(x)$) which is independent of the value of $x$ and such that this expression consists only of

1. the variable $x$ (or its components $x_1, \ldots, x_m$),

2. real numbers (coefficients, constants),
(3) the four arithmetic operations in \( \mathbb{R} \),

(4) the pre-declared functions \( g \),

(5) auxiliary symbols (parentheses, brackets, commas, etc.).

Let \( Y \in \mathbf{I}(D) \) then the **natural interval extension** of \( f \) to \( Y \) is defined as that expression which is obtained from the expression \( f(x) \) by replacing each occurrence of the variable \( x \) by the box \( Y \), the arithmetic operations of \( \mathbb{R} \) by the corresponding interval arithmetic operations, and each occurrence of a pre-declared function \( g \) by the corresponding inclusion function \( G \). This definition is due to Moore (1966). The natural interval extension of \( f(x) \) to \( Y \) is denoted by \( f(Y) \) when defined as an expression, that is, a string of some specified symbols. The function value which is obtained by evaluating this expression is also denoted by \( f(Y) \).

It follows from the inclusion isotonicity of the interval operations, (2.6), and from the properties of the pre-declared inclusions, i.e. the \( G_i \)'s, to be inclusion functions (see (2.11)) that

\[
x \in Y \text{ implies } f(x) \in f(Y). \quad (2.12)
\]

Since property (2.12) is the key to almost all interval arithmetic applications and results, E. Hansen suggested at an international interval workshop in Columbus, Ohio, September 1987, that (2.12) should be called the **fundamental property of interval arithmetic**. We have just followed this suggestion.

If \( f : D \to \mathbb{R}, D \subseteq \mathbb{R}^m \) is programmable and can be described by a function expression as characterized above then the interval function \( F : \mathbf{I}(D) \to \mathbf{I} \) defined by \( F(Y) = f(Y) \) is an inclusion function for \( f \). More importantly we have here an effective constructive means to find an inclusion function \( F \) for a real function \( f \) using the tool of natural interval extensions.

(Note: Natural interval extensions could only be precisely defined via a recursion. Further, one would have to distinguish between the expressions \( f(x) \) or \( f(Y) \) and the functions defined by these expressions as mentioned briefly. One would also have to take care of the case that a forbidden division by 0 could be implied by evaluating \( f(Y) \).)
even if $0 \not\in Y \in \mathbf{I}(D)$. Although such distinctions are mathematically unavoidable we prefer omitting them since they would cause confusion rather than clarity and help. The reader preferring a more precise presentation is referred to Ratschek-Rokne (1984).

**Example.** If $f(x) = x_1 \sin(x_2) - x_3$ for $x \in \mathbb{R}^3$ and if SIN is the pre-declared interval function for sin then $f(Y) = Y_1 \text{SIN}(Y_2) - Y_3$ is the natural interval extension of $f$ to $Y \in \mathbf{I}^3$.

It is one of the large curiosities of interval arithmetic that different expressions for one and the same function $f$ lead to interval expressions which are also different as functions:

**Example.** If $f_1(x) = x - x^2$ and $f_2(x) = x(1 - x)$ then $f_1(x)$ and $f_2(x)$ are different as expressions, but equal as functions. Further, $f_1(Y)$ and $f_2(Y)$ are also different as functions, i.e., if $Y = [0, 1]$ then $f_1(Y) = Y - Y^2 = [-1, 1], f_2(Y) = Y(1 - Y) = [0, 1]$. For comparison, $\square f(Y) = [0, 1/4]$.

It is therefore a very important and challenging problem to find expressions for a given function that lead to the best possible natural interval extensions, that is, $f(Y)$ shall approximate $\square f(Y)$ as well as possible. Part of the solution to this problem can be found in Ratschek-Rokne (1984).

Up to now, we have only admitted programmable functions not containing logical connectives for the application of the natural interval extension. The reason is that the existence of such connectives can cause the inclusion isotonicity to fail. This is best shown by an example,

**Example.** The function $f : \mathbb{R} \to \mathbb{R}$ shall be defined by

$$ f(x) = \begin{cases} x, & \text{if } x \geq 0, \\ 0, & \text{otherwise.} \end{cases} $$

By automatically applying the principle of natural interval extension, that is, by replacing $x$ by intervals $Y \in \mathbf{I}$, one would get the following
interval function,
\[ f(Y) = \begin{cases} 
Y, & \text{if } Y \geq 0, \\
0, & \text{otherwise}. 
\end{cases} \]

If \( Y = [-1, 1] \) then \( f(Y) = 0 \) but \( \Box f(Y) = [0, 1] \), and thus, the function \( F : I \to I \), defined by \( F(Y) = f(Y) \) for \( Y \in I \), is no longer an inclusion function of \( f \). After a moment’s reflection it is easily seen that an appropriate inclusion function may also be found in this case (and also in other cases). This inclusion function \( F_1 : I \to I \) is defined by
\[ F_1(Y) = \begin{cases} 
Y & \text{if } Y \geq 0, \\
0 & \text{if } Y \leq 0, \\
[0, \text{ub}Y], & \text{otherwise}. 
\end{cases} \]

This example shows that it is almost always possible to find an inclusion function for a programmable function. (The restriction ”almost” means that we did not try to prove it. On the other hand, we do not know a counterexample.) It also shows that inclusion functions for general programmable functions cannot be constructed as automatically as in the case of functions having explicit expressions.

A measure of the quality of an inclusion function \( F \) of \( f \) is the excess-width,
\[ w(f(Y)) - w(\Box f(Y)) \quad \text{for } Y \in I(D), \]
introduced by Moore (1966). A measure for the asymptotic decrease of the excess-width as \( w(Y) \) decreases is the so-called order (also: convergence order) of \( F \), due to Moore (1966): An inclusion function \( F \) of \( f : D \to \mathbb{R}, D \subseteq \mathbb{R}^m \) is called of (convergence) order \( \alpha > 0 \) if
\[ w(F(Y)) - w(\Box f(Y)) = \mathcal{O}(w(Y)^\alpha), \]
that is, if there exists a constant \( c \geq 0 \) such that
\[ w(F(Y)) - w(\Box f(Y)) \leq cw(Y)^\alpha \quad \text{for } Y \in I(D). \]

In order to obtain fast computational results it is important to choose inclusion functions of an order \( \alpha \) as high as possible when \( w(Y) \) becomes small. A detailed investigation of the order of inclusion functions is
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given in Ratschek-Rokne (1984). A similarly looking concept, which is however independent of the order, is the idea of a Lipschitz function. Let \( D \subseteq \mathbb{R}^n \) and \( F : I(D) \to \mathbb{R}^k \). Then \( F \) is called \textit{Lipschitz} if there exists a real number \( K \) (\textit{Lipschitz constant}) such that

\[
w(F(Y)) \leq Kw(Y) \quad \text{for } Y \in I(D).
\]

The Lipschitz property delivers us a frequently used criterion for the meanvalue form which is a special inclusion function being of convergence order 2, cf. the next section.

2.7 Centered Forms, Meanvalue Forms, Taylor Forms

Centered forms are inclusion functions with special features that were introduced by Moore (1966). Many important contributions have been made to the development of centered forms including a general definition. It is not possible to present these contributions here; however, the interested reader is referred to the monograph by Ratschek-Rokne (1984). This monograph gives an extensive overview starting from Moore's (1966) first historical, rather vague, definition proceeding with the investigation by Krawczyk-Nickel (1982) resulting in an elegant axiomatic characterization, and ending with the higher order forms of Cornelius-Lohner (1984).

In order to construct an inclusion function for a given function, one has two choices in general, i.e. one can choose between natural interval extensions and centered forms. The most important centered forms are the meanvalue form and the Taylor form, both of which are described in this section.

Let \( f : D \to \mathbb{R}, D \subseteq \mathbb{R}^n \) be differentiable and let \( F' : I(D) \to \mathbb{R}^m \) be an inclusion function for the gradient, \( f' \). Then \( T_1 : I(D) \to I \) defined by

\[
T_1(Y) = f(c) + (Y - c)^T F'(Y) \quad \text{for } Y \in I(D)
\]

(2.13)

where \( c = \text{mid } Y \) or also some other point of \( Y \) is called the \textit{meanvalue form function} (or shorter: \textit{meanvalue form}) of \( f \), cf. Moore (1966),
(1979). Frequently, $F'(Y)$ can be computed via natural interval extensions or via an automatic differentiation arithmetic, cf. Rall (1981), or via similar techniques that avoid explicit differentiation. Because of the mean-value formula of analysis we have, if $Y \in I(D)$ is given, for $x \in Y$,

$$f(x) = f(c) + (x - c)^T f'(\xi) = f(c) + (Y - c)^T F'(Y)$$

where $\xi$ is a point between $x$ and $c$. It is thus obvious that the mean-value form is an inclusion function for $f$. Its importance arises from its second order property which is obtained with a low computational effort:

**Theorem 1** (Krawczyk-Nickel (1982)). If $F'$ is Lipschitz then the mean-value form $T_1$ is of convergence order 2. □

An extensive proof of this theorem can be found in Ratschek-Rokne (1984).

**Example.** Let $f(x) = x - x^2$ be defined on $D = \{x : x \geq 1\} \subseteq \mathbb{R}$. ($D$ instead of $\mathbb{R}$ is chosen for simplicity in order to avoid different cases.) An inclusion function for $f'(x) = 1 - 2x$ is

$$F'(Y) = 1 - 2Y \quad \text{for } Y \in I(D)$$

(natural interval extension of $f'$). The mean-value form of $f$ is

$$T_1(Y) = (c - c^2) + (y - c)(1 - 2Y) \quad \text{for } Y \in I(D)$$

where $c = \text{mid } Y$. The natural interval extension of $f(x)$ to $Y$ is

$$f(Y) = Y - Y^2 \quad \text{for } Y \in I(D).$$

Finally,

$$\square f(Y) = [x^2 - x, y^2 - y] \quad \text{for } Y = [x, y] \in I(D).$$

Let us look at the widths of the inclusion functions:

$$w(\square f(Y)) = y^2 - y - (x^2 - x) = y^2 - x^2 - (y - x) = w(Y)(y + x - 1).$$
Using (2.8) and the fact that
\[
\max\{|1-2x|, \ |1-2y|\} = 2y-1
\]
for \( Y = [x, y] \in I(D) \) we get
\[
\begin{align*}
w(T_1(Y)) &= w[(Y - c)(1 - 2Y)]
&= w(Y - c)(2y - 1)
&= w(Y)(2y - 1).
\end{align*}
\]

The width of the natural interval extension is
\[
\begin{align*}
w(f(Y)) &= (y - x) + (y^2 - x^2)
&= w(Y)(y + x + 1).
\end{align*}
\]

A short calculation shows that
\[
w(T_1(Y)) \leq w(f(Y)) \text{ iff } w(Y) \leq 2,
\]
which means that the meanvalue form is superior for smaller intervals \( Y \). This is consistent with the fact that the meanvalue form is of convergence order 2, but the natural interval extension is only of order 1:
\[
\begin{align*}
w(T_1(Y)) - w(\Box f(Y)) &= w(Y)^2 = O(w(Y)^2),
w(f(Y)) - w(\Box f(Y)) &= w(Y)^2 = O(w(Y)).
\end{align*}
\]

From this example it is clear that it is not always wise to take a meanvalue form - especially for boxes \( Y \) with larger width - since its excess-width tends quadratically to \( \infty \) as \( w(Y) \to \infty \) whereas the excess-width of the natural interval extension tends only linearly to \( \infty \). This situation is typical for the whole area of inclusion functions such that meanvalue forms as well as Taylor forms should only be used if \( w(Y) \leq 1/2 \). This is an average recommendation and results from our own numerical experience.

2. The quality of the chosen centered form, for instance the mean-value form, depends on the shape of the function being included such that for special functions special centered forms are superior, cf. for example Alefeld-Rokne (1981), Rokne (1986).

Let $f : D \to \mathbb{R}, D \subseteq \mathbb{R}^m$ be twice differentiable, and let $F'' : \mathbf{I}(D) \to \mathbf{I}^{m\times m}$ be an inclusion function for the Hessian matrix $f''$. Then $T_2 : \mathbf{I}(D) \to \mathbf{I}$ defined by

$$T_2(Y) = f(c) + (Y - c)^T f'(c)
+ \frac{1}{2} (Y - c)^T F''(Y)(Y - c) \quad \text{for } Y \in \mathbf{I}(D),$$

where $c = \text{mid } Y$ or any other point in $Y$, is called a \textit{Taylor form function} (or shorter: \textit{Taylor form}) for $f$ of second order. Because of the Taylor formula of analysis, $T_2$ is an inclusion function for $f$. We say that $F''$ is bounded if a matrix $C \in \mathbf{I}^{m\times m}$ exists such that $F''(Y) \subseteq C$ for all $Y \in \mathbf{I}(D)$.

**THEOREM 2** If $f$ is twice differentiable, and if $F''$ has a bounded inclusion function $F''$ then the Taylor form function, $T_2$, is of convergence order two. \qed

If $m$ is larger then it is better to avoid the explicit evaluation of $F''(Y)$ because of the many arithmetic operations one has to perform in order to obtain $T_2(Y)$. In such cases it might be better to compute $(Y - c)^T F''(Y)$ or $(Y - c)^T F''(Y)(Y - c)$ recursively as is suggested by McCormick (1983). For such a recursive computation the automatic differentiation arithmetic is appropriate as well, cf. Rall (1981). Even if $F''(Y)$ is needed explicitly it may be checked whether the recursive computation mentioned above is still faster. The tensor methods of Schnabel-Frank (1984) are also worth considering. Since all these techniques are not typical for the interval approach pursued by us we do not include a further discussion.

We again return to the meanvalue form (2.13)

$$T_1(Y, c) = f(c) + (Y - c)^T F'(Y),$$

but we now consider its dependence on the point $c$. We will describe a nice idea due to Baumann (1986) who provides formulas for
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$c \in Y$ such that $T_1(Y, c)$ gives optimum lower or upper bounds for $f(Y)$ in a sense made precise below. The choice of $c = \text{mid } Y$ is still very popular because of the large saving in computational effort due to the symmetry of $Y - c$, cf. formulas (2.8), for example. Baumann's results which were derived in a more general setting are as follows: Let $Y = (Y_1, \ldots, Y_m)^T$, $Y_i = [x_i, y_i] \in \mathbf{I}$, $F'(Y) = (F'_1(Y), \ldots, F'_m(Y))^T$, $F'_i(Y) = [l_i, l'_i]$. We define the "centers" $c^-, c^+ \in \mathbf{R}^m$ by

$$
c^+_i = \begin{cases} 
y_i, & \text{if } l'_i \leq 0 
x_i, & \text{if } l_i \geq 0 
(l'_ix_i - l_iy_i)/(l'_i - l_i), & \text{otherwise,}
\end{cases}
$$

$$
c^-_i = \begin{cases} 
x_i, & \text{if } l'_i \leq 0, 
y_i, & \text{if } l_i \geq 0, 
(l'_ix_i - l'_iy_i)/(l_i - l'_i), & \text{otherwise,}
\end{cases}
$$

for $i = 1, \ldots, m$. Then

$$
lb T_1(Y, c) \leq lb T_1(Y, c^-), \quad ub T_1(Y, c) \leq ub T_1(Y, c^+)
$$

for all $c \in Y$. These formulas mean that we may use $c^-$ or $c^+$ instead of any other $c \in Y$ when we are interested in optimum lower or optimum upper bounds of $f$ in $Y$, respectively, where $F'(Y)$ is assumed to be fixed. Our own numerical tests with global optimization problems show a reduction of the number of inclusion function evaluations by 10-20 percent when using $c^-$ or $c^+$ instead of $c = \text{mid } Y$.

Another subject related to meanvalue forms which is still to be discussed is their generalizations for applications to nonsmooth optimization. A broad spectrum of mathematical programming problems can be rather easily reduced to the minimization of non-differentiable functions without constraints or with simple constraints. The use of exact nonsmooth penalty functions in problems of nonlinear programming, maximum functions to estimate discrepancies in constraints, piecewise smooth approximation of technical-economic characteristics in practical problems of optimal planning and design, minimax compromise
function in problems of multi-criterion optimization, all of these generate problems of nondifferentiable optimization. Thus, the objective function, $f$, of the optimization problem may look like

$$f(x) = \max\{f_1(x), \ldots, f_n(x)\},$$

where $f_i \in C^1$, or, as a special case, like

$$f(x) = \| (f_1(x), \ldots, f_n(x)) \|$$

where the norm is the maximum norm. Objective functions arising from penalty methods are typically of the form

$$f(x) = \mu f_0(x) + \sum_{i=1}^{k} \max(0, g_i(x)) + \sum_{i=k+1}^{r} | h_i(x) |$$

where $f_0, g_i, h_i \in C^1$ and $\mu > 0$ is a (reciprocal) penalty factor, cf. Sec. 1.4.

It turns out that the meanvalue form may also be used in such cases. One only has to replace the gradient by the generalized gradients which exist in these cases, cf. Rockafellar (1981). It is as easy or as difficult to find inclusions for the generalized gradient as for the gradient. Let $f : D \rightarrow \mathbb{R}$, $D \subseteq \mathbb{R}^m$ and $x \in D$. Furthermore let $f$ be Lipschitz near $x$, that is, there exists an open neighborhood of $x$, say $U_x$, in which $f$ satisfies a Lipschitz condition. It follows by a theorem of Rademacher that $f$ is differentiable almost everywhere in $U_x$. Let $\Omega$ be the set of points in $U_x$ at which $f$ is not differentiable, and let $S$ be any other set of Lebesgue measure 0. Then the generalized gradient of $f$ at $x$ is defined as

$$\partial f(x) = \text{conv} \{ \lim_{n \to \infty} f'(x_n) : x_n \rightarrow x, x_n \not\in S \cup \Omega \}$$

where conv denotes the convex hull, cf. Clarke (1983). One can immediately see that $\partial f(x) = f'(x)$ when $f$ is differentiable at $x$. Let $(x, y) \subseteq \mathbb{R}^m$ denote the open line segment between $x$ and $y$. A theorem of Lebourg (1975) says that, if $y \in U_x$ with $(x, y) \subseteq U_x$ is given, then some $u \in (x, y)$ exists such that

$$f(y) - f(x) \in (y - x)^T \partial f(u). \quad (2.14)$$
Locally, (2.14) can be approximated by means of the Lipschitz constant. Globally, (2.14) can be used to find inclusion functions of \( f \) of a meanvalue type explicitly: If \( G(Y) \) is a - not necessarily bounded - box that contains \( \partial f(u) \) for any \( u \in Y \), then

\[
F(Y) = f(c) + (Y - c)^T G(Y) \quad \text{for } Y \in \mathbf{I}(X),
\]

where \( c = \text{mid } Y \), is an inclusion function of \( f \). Furthermore \( G(Y) \) can be used for the monotonicity test: If only one component of \( G(Y) \) does not contain zero, then \( f \) is strictly monotone with respect to the corresponding direction. I.e., if \( G_i(Y) \) denotes the \( i \)-th component of \( G(Y) \) then \( 0 < G_i(Y) \) or \( G_i(Y) < 0 \) implies that \( f \) is strictly monotonically increasing or decreasing, respectively, in \( Y \) with respect to \( x_i \).

The optimality of Baumann’s developing points \( c^- \) and \( c^+ \) as defined above is still preserved in case of (2.15).

Thus, practically, there seems to be no essential difference between the forms (2.13) and (2.15). There is one, however: (2.15) is not an inclusion function of second order if \( f \) is not differentiable. Still if \( f \) is differentiable in a neighborhood of the global minimizers then the algorithms we will be discussing in this monograph will finally process only boxes \( Y \) in which \( f \) is differentiable. Thus (2.15) is finally reduced to a meanvalue form of quadratic order if \( G(Y) \) is chosen in an appropriate manner.

**Example.** Let \( f(x) = x_1^+ | x_2 | \) for \( x \in \mathbb{R}^2 \). We get for the components \( \partial f_i(x) \) of \( \partial f(x) \),

\[
\partial f_1(x) = 1, \quad \partial f_2(x) = \begin{cases} 
1 & \text{if } x_2 > 0, \\
-1 & \text{if } x_2 < 0, \\
[-1, 1] & \text{if } x_2 = 0.
\end{cases}
\]

It is now not difficult to construct an inclusion function \( G \) of \( \partial f \) as follows,

\[
G(Y) = \begin{cases} 
(1,1)^T & \text{if } 0 < Y_2, \\
(1,-1)^T & \text{if } Y_2 < 0, \\
(1,[-1, 1])^T & \text{if } 0 \in Y_2,
\end{cases}
\]

for \( Y \in \mathbf{I}(\mathbb{R}^2) \). Considering just \( G(Y) \), one concludes that \( f \) is strictly monotonically increasing with respect to \( x_1 \), and strictly monotonically
increasing or decreasing with respect to $x_2$ in $Y$ if $0 < Y_2$ or $Y_2 < 0$, respectively. Finally,

$$F(Y) = f(c) + (Y - c)^T G(Y)$$

where $c \in Y$ is an inclusion function of $f$.

**Summary.** We sum up the contents of this section. There are two kinds of inclusion functions which can easily be constructed:

(1) Natural interval extensions,

(2) Centered forms:

   (a) Meanvalue forms,

   (b) Taylor forms (of second order).

Natural interval extensions may be used in general even if $f$ is not differentiable.

Meanvalue forms may be used if $f$ is differentiable, if $f'$ has an inclusion function $F'$ which is Lipschitz, and if $w(Y) \leq \frac{1}{2}$.

Meanvalue forms involving generalized gradients may be used if it cannot be decided from the outset whether $f$ is differentiable or only generalized differentiable, and if $w(Y) \leq \frac{1}{2}$. Such an indeterminate situation occurs, for example, if $f(x) = \max(f_1(x), f_2(x))$ with $f_1, f_2 \in C^1$. Then the differentiability properties of $f$ at $x$ cannot be determined before $f_1(x)$ and $f_2(x)$ are evaluated.

Taylor forms may only be used if a direct computation of the mean-value form is not possible or if the Hessian inclusion $F''(Y)$ is already available and can be incorporated without difficulties. $f$ has to be twice differentiable, $f''$ must have a bounded inclusion function $F''$ and $w(Y)$ should not be larger than $1/m$.

### 2.8 Improved Interval Hessian Matrices

The computation of $f''(x)$, that is, the Hessian matrix of $f$ at $x$, is a frequently disputed topic. $f''(x)$ is simple to understand and to apply
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(from a theoretical point of view), but expensive to compute or to process when the dimension $m$ is high and when $f''(x)$ is needed explicitly or when it is incorporated in terms such as $(x - c)^T f''(\xi)(x - c)$. A few references as to how to avoid the high costs were given in the last section. The use of interval tools does not change this situation where interval extensions $f(Y)$ of $f''(x)$ to a box $Y$ occur. In this section we present a method whereby a substitute for $f''(Y)$ is constructed that will have as many non-interval entries as possible resulting in lower computational costs and sharper results. The idea is due to Hansen (1980), cf. also Rokne-Bao (1987).

Let again $f : D \to \mathbb{R}, D \subseteq \mathbb{R}^m$ and let $f$ be in $C^2$. Let $Y \in I(D)$ and $c \in Y$ be fixed. Expanding $f$ about $c$ the following is obtained,

$$f(x) = f(c) + (x - c)^T f'(c) + \frac{1}{2} (x - c)^T H(c, x, \Gamma)(x - c). \quad (2.16)$$

The matrix $H(c, x, \Gamma)$ has components $H_{ij}(c, x, \Gamma)$ which are defined in the following manner. First of all $\Gamma$ is a lower triangular matrix consisting of the meanvalues $\bar{\gamma}_{ij}$ that arise during the Taylor expansion as sketched out in the sequel such that

$$\bar{\gamma}_{ij} \in c_j \cap x_j \subseteq Y_j, \quad i = 1, 2, \ldots, m, \quad j = 1, 2, \ldots, i$$

and $\bar{\gamma}_{ij} = 0$ otherwise. Then let

$$s_{ij}(x) = \frac{\partial^2 f(x)}{\partial x_i \partial x_j}, \quad i = 1, 2, \ldots, m, \quad j = 1, 2, \ldots, i.$$ 

The elements of the matrix $H(c, x, \Gamma)$ are now

$$H_{ij}(c, x, \Gamma) = \begin{cases} s_{ii}(x_1, \ldots, x_{i-1}, \bar{\gamma}_{i+1}, \ldots, c_m), & 1 \leq i \leq m, \quad j = i \\ 2s_{ij}(x_1, \ldots, x_{i-1}, \bar{\gamma}_{ij}, c_{i+1}, \ldots, c_m), & 1 \leq i \leq m, \quad j < i \\ 0 & \text{otherwise}, \end{cases}$$

that is, a lower triangular matrix. The reason for this particular definition of the matrix $H(c, x, \Gamma)$ is related to the fact that the matrix should have as few interval variables as possible when evaluated in a sense to be defined below.
Since this expansion is not very familiar it is developed in greater detail for the case \( m = 3 \) around \( c = (c_1, c_2, c_3)^T \in Y = (Y_1, Y_2, Y_3)^T \). The function \( f \) is first expanded as a function in \( x_3 \) around \( c_3 \) obtaining

\[
f(x_1, x_2, x_3) = f(x_1, x_2, c_3) + (x_3 - c_3) \frac{\partial}{\partial x_3} f(x_1, x_2, c_3)
+ \frac{1}{2} (x_3 - c_3)^2 \frac{\partial^2}{\partial x_3^2} f(x_1, x_2, \gamma_{33})
\] (2.17)

where \( \gamma_{33} \in c_3 \vee x_3 \). Since \( c_3, x_3 \in Y_3 \) it also follows that \( \gamma_{33} \in Y_3 \).

The first two terms on the right side of (2.17) are now expanded around \( c_2 \) getting

\[
f(x_1, x_2, c_3) = f(x_1, c_2, c_3) + (x_2 - c_2) \frac{\partial}{\partial x_2} f(x_1, c_2, c_3)
+ \frac{1}{2} (x_2 - c_2)^2 \frac{\partial^2}{\partial x_2^2} f(x_1, \gamma_{22}, c_3)
\] (2.18)

and

\[
\frac{\partial}{\partial x_3} f(x_1, x_2, c_3) = \frac{\partial}{\partial x_3} f(x_1, c_2, c_3) + (x_2 - c_2) \frac{\partial^2}{\partial x_3 \partial x_2} f(x_1, \gamma_{32}, c_3)
\] (2.19)

where \( \gamma_{22} \in c_2 \vee x_2 \subseteq Y_2 \) and \( \gamma_{32} \in c_2 \vee x_2 \subseteq Y_2 \).

The process is repeated once more for the first two terms on the right side of (2.18) obtaining

\[
f(x_1, c_2, c_3) = f(c_1, c_2, c_3) + (x_1 - c_1) \frac{\partial}{\partial x_1} f(c_1, c_2, c_3)
+ \frac{1}{2} (x_1 - c_1)^2 \frac{\partial^2}{\partial x_1^2} f(\gamma_{11}, c_2, c_3)
\] (2.20)

and

\[
\frac{\partial}{\partial x_2} f(x_1, c_2, c_3) = \frac{\partial}{\partial x_2} f(c_1, c_2, c_3) + (x_1 - c_1) \frac{\partial^2}{\partial x_2 \partial x_1} f(\gamma_{21}, c_2, c_3)
\] (2.21)

and for the first term on the right side of (2.19) getting

\[
\frac{\partial}{\partial x_3} f(x_1, c_2, c_3) = \frac{\partial}{\partial x_3} f(c_1, c_2, c_3) + (x_1 - c_1) \frac{\partial^2}{\partial x_3 \partial x_1} f(\gamma_{31}, c_2, c_3).
\] (2.22)
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When equations (2.17) to (2.22) are combined the expansion

\[ f(x) = f(c) + (x - c)^T f'(c) + \frac{1}{2} (x - c)^T H(c, x, \Gamma)(x - c) \]  

(2.23)

is obtained. Here \( \gamma_{ij} \in Y_j \) for \( i = 1, 2, 3 \) and \( j \leq i \) and

\[
H(c, x, \Gamma) = \begin{bmatrix}
    s_{11}(\gamma_{11}, c_2, c_3) & 0 & 0 \\
    2s_{21}(\gamma_{21}, c_2, c_3) & s_{22}(x_1, \gamma_{22}, c_3) & 0 \\
    2s_{31}(\gamma_{31}, c_2, c_3) & 2s_{32}(x_1, \gamma_{32}, c_3) & s_{33}(x_1, x_2, \gamma_{33}) \\
\end{bmatrix}.
\]

Let now the matrix \( H(c, Y) \) be defined by replacing the parameters \( x_j \) and \( \gamma_{ij} \) in \( H(c, x, \Gamma) \) by the interval \( Y_j(i = 1, 2, 3; j \leq i) \). From inclusion isotonicity it therefore follows that \( H(c, x, \Gamma) \in H(c, Y) \). In some sense the matrix \( H(c, Y) \) can be interpreted as a remodeled and atrophied interval Hessian matrix of \( f \).

From (2.23) it now follows that if \( x \in Y \) then

\[ f(x) \in \hat{T}_2(Y) = f(c) + (Y - c)^T f'(c) + \frac{1}{2} (Y - c)^T H(c, Y)(Y - c) \]  

(2.24)

and hence

\[ \square f(Y) \subseteq \hat{T}_2(Y). \]

If the regular Taylor expansion was used to form the interval expansion which gave the Taylor form of the last section, \( \hat{T}_2(Y) = f(c) + (y - c)^T f'(c) + \frac{1}{2} (y - c)^T f''(Y)(Y - c) \), then an interval Hessian matrix \( f''(Y) \) would be used having more interval elements than \( \hat{T}_2(Y) \) resulting in poorer inclusions.

In order to find stationary points of \( f \), interval Newton methods are applied to \( g = f' \), cf. the next section. The interval Newton method requires inclusions for the first derivative of the gradient. This inclusion is best obtained using a similar expansion to (2.23): see Hansen (1968).

For the moment we drop the connection \( g = f' \) and admit arbitrary vector-valued functions \( g : D \rightarrow \mathbb{R}^m \) with \( D \subseteq \mathbb{R}^m \). Since we again have to apply the meanvalue formula we first consider the component functions \( g_i \) of \( g \) instead of \( g \) itself.

Let \( Y \in \mathbf{I}(D) \) and \( x, c \in Y \). For \( i = 1, \ldots, m \) we obtain:

\[
g_i(x_1, \ldots, x_m) = g_i(x_1, \ldots, x_{m-1}, c_m) + \frac{\partial}{\partial x_m} g_i(x_1, \ldots, x_{m-1}, \xi_m)(x_m - c_m)
\]
where $\xi_{im} \in x_m \vee c_m$. Similarly, for $j = m - 1, \ldots, 1$,
\[
g_i(x_1, \ldots, x_{j-1}, x_j, c_{j+1}, \ldots, c_m) = \\
g_i(x_1, \ldots, x_{j-1}, \xi_{ij}, c_{j+1}, \ldots, c_m) + J_{ij}(c, x, \Xi_i)
\]
where $\xi_{ij} \in x_j \vee c_j$ and
\[
J_{ij}(c, x, \Xi) := \frac{\partial}{\partial x_j} g_i(x_1, \ldots, x_{j-1}, \xi_{ij}, c_{j+1}, \ldots, c_m)
\]
with $\Xi_i := (\xi_{i1}, \ldots, \xi_{im})^T$. Substituting the first term at the right in each equation by the related formula recursively we get
\[
g_i(x) = g_i(c) + (J_{i1}(c, x, \Xi_1) \ldots J_{im}(c, x, \Xi_m))(x - c).
\]
(2.25)

We are now ready to consider the components $g_1, \ldots, g_m$ of $g$ simultaneously. First we let the matrix $\Xi := (\Xi_1, \ldots, \Xi_m) = (\xi_{ij})$ collect all the meanvalues that have occurred. Then we define the matrix
\[
J(c, x, \Xi) := (J_{ij}(c, x, \Xi_i)).
\]

We note that $J(c, x, \Xi)$ is the Jacobian matrix of $g$ at $x$ if $c = x$ and $x_j = \xi_{ij}(i, j = 1, \ldots, m)$. The equations of (2.25) are written concisely as
\[
g(x) = g(c) + J(c, x, \Xi)(x - c).
\]

Let $J(c, Y)$ denote the natural interval extension of $J(c, x, \Xi)$ where $x$ and the $\Xi_i$’s are replaced by $Y$. Thus,
\[
g(x) \in \hat{T}_1(Y) := g(c) + J(c, Y)(Y - c) \quad \text{for all } x \in Y
\]
which shows that $\hat{T}_1(Y)$ is an inclusion function of $g$ having components which are similar to the meanvalue form as defined in Sec. 2.7, but having a smaller number of intervals which results in better inclusions.

If $g = f'$ it is interesting to observe that $H(c, Y)$ is known when $J(c, Y)$ has been evaluated: In this case we have
\[
g_i(x) = \frac{\partial f(x)}{\partial x_i},
\]
\[
\frac{\partial}{\partial x_j} g_i(x) = \frac{\partial^2}{\partial x_j \partial x_i} f(x) = \frac{\partial^2}{\partial x_i \partial x_j} f(x) = s_{ij}(x)
\]

if \( i \leq j \) which implies

\[
J_{ij}(c, Y) = \frac{\partial^2}{\partial x_i \partial x_j} f(Y_1, \ldots, Y_j, c_{j+1}, \ldots, c_m)
= s_{ij}(Y_1, \ldots, Y_j, c_{j+1}, \ldots, c_m).
\]

The connection between \( H(c, Y) \) and \( J(c, Y) \) is thus given by

\[
H_{ij}(c, Y) = \begin{cases} 
J_{ij}(c, Y) & \text{if } i = j \\
2J_{ij}(c, Y) & \text{if } i < j.
\end{cases}
\]

### 2.9 Interval Newton Methods

Interval Newton methods are excellent methods for determining all zeros of a continuously differentiable vector-valued function \( \phi : X \to \mathbb{R}^m \) where \( X \in \mathbb{I}^m \). These methods are important tools for nonlinear optimization problems since they can be used for computing all critical points of \( \phi \) by applying the methods to \( J_\phi(x) \), or for solving the Kuhn-Tucker or John conditions in constrained optimization.


Let \( x, y \in X \) and \( \phi = (\phi_1, \ldots, \phi_m)^T \) be expanded componentwise by the meanvalue formula at \( x \),

\[
\phi(y) = \phi(x) + J(\sigma)(y - x),
\]

where

\[
J(\sigma) = (\phi'_1(\sigma_1), \ldots, \phi'_m(\sigma_m))^T
\]

for a matrix \( \sigma = (\sigma_1, \ldots, \sigma_m), \sigma_i \in \mathbb{R}^m \) and \( \sigma_i \in x \lor y \). We define

\[
J(Y), \quad Y \in \mathbb{I}(X)
\]
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a bit outside our usual convention as the natural interval extension of $J$ to $Y^n$, that is, each $\sigma_i$ is replaced by $Y_i$, $i = 1, \ldots, m$. Owing to the definition of $J(\sigma)$ we obtain

$$J(Y) = J_{\phi}(Y),$$

such that $J(Y)$ is nothing but a natural interval extension of the Jacobian matrix $J_{\phi}(x)$ to $Y$. Note that $J(\sigma)$ is not a Jacobian matrix. If $y = \xi$ is any zero of $\phi$ in $X$ then

$$J(\sigma)(x - \xi) = \phi(x).$$

This equation leads to interval Newton methods, in the the same manner as we get non-interval Newton methods in the non-interval case, cf. the iteration statement given below.

Before the method is specified we have to define what is meant by solving a system of linear interval equations. An unfortunate notation is widely used to describe this situation since it uses the notation of interval arithmetic in a doubtful manner. This can lead to misunderstandings. I.e., let $A \in \mathfrak{I}^{n \times m}$, $B \in \mathfrak{I}^m$ then the solution of the linear interval equation (with respect to $x$ or $X$)

$$Ax = B \text{ or } AX = B$$

is not an interval vector $X_0$ that satisfies the equation, $AX_0 = B$, as one would expect. The solution is defined as the set

$$X = \{x \in \mathbb{R}^m : ax = b \text{ for some } a \in A, b \in B\}.$$

Thus, for example, the solution of the linear interval equation

$$[1, 2]x = [1, 2]$$

is $X = [1/2, 2]$. If we multiply, for comparison, $[1, 2]$ and $X$ we get

$$[1, 2][1, 2][1/2, 2] = [1/2, 4].$$

In general, the solution set is not a box. It is therefore the aim of interval arithmetic solution methods to find at least a box which contains
the solution set. Accordingly, if $c \in \mathbb{R}^m$, then the solution of the linear interval equation

$$A(x - c) = B \text{ or } A(X - c) = B$$

with respect to $x$ or $X$ is defined to be the set

$$X := c + Y := \{c + y : y \in Y\}$$

where $Y$ is the solution of the interval equation $Ay = B$.

The following prototype algorithm aims to determine the zeros of $\phi : X \to \mathbb{R}^m$ in $X \in \mathbb{I}^m$.

**The Interval Newton Algorithm**

1. Set $X_0 := X$.

2. For $n = 0, 1, 2, \ldots$

   (i) choose $x_n \in X_n$,

   (ii) determine a superset $Z_{n+1}$ of the solution $Y_{n+1}$ of the linear interval equation with respect to $Y$

   $$J(X_n)(x_n - Y) = \phi(x_n),$$

   (iii) set $X_{n+1} := Z_{n+1} \cap X_n$.

Since we use it later we emphasize that one iteration of the interval Newton Algorithm is just the execution of (i), (ii) and (iii) for a particular value of $n$.

The interval Newton methods are distinguished by how (ii) is solved for $Y_{n+1}$. Convergence properties exist under certain assumptions. The following general properties are useful for understanding the principle of application of the algorithm:

1. If a zero, $\xi$, of $\phi$ exists in $X$ then $\xi \in X_n$ for all $n$, cf. Moore (1966).

   This means that no zero is ever lost! This implies:
2. If $X_n$ is empty for some $n$ then $\phi$ has no zeros in $X$, cf. Moore (1966).

3. If $Y_{n+1} \subseteq X_n$ for some $n$ then a zero of $\phi$ exists in $X$, cf. Bao-Rokne (1987).

The next section discusses a very effective practical realization of the Newton algorithm.

2.10 The Hansen-Greenberg Realization

To date, the most promising realization of the interval Newton method is that developed by Hansen-Greenberg (1983). Many numerical tests have demonstrated its effectiveness. Neumaier's (1985) realization is also remarkable.

Considering the interval Newton Algorithm one notices that its quality depends mainly on the right choice of a method for solving the equation

$$J(X_n)(x_n - Y) = \phi(x_n) \quad (2.26)$$

in the sense defined in the last section. The method of Hansen-Greenberg uses a combination of iterative and algebraic steps for solving such linear equations. The goal of their method is to delay the unavoidable matrix inversion or related costly operations as long as possible as is also the case in quasi Newton methods. The method is based upon

(A) a preconditioning step,

(B) a relaxation procedure,

(C) a local iteration procedure,

(D) a Gaussian elimination procedure.

Since we discuss just one iteration of the Hansen-Greenberg variant in the sequel we suppress the indices $n$ when writing down the formulas that occur in the $n$-th iteration. That is, we write

$$J(X)(x - Y) = \phi(x) \quad (2.27)$$
instead of
\[ J(X_n)(x_n - Y) = \phi(x_n) \]
and, accordingly, we search for a superset \( Z \) of the solution set of (2.27), where \( X, J(X), x \) and \( \phi(x) \) are given. The solution set of (2.27) is also denoted by \( Y \). If we want to refer to the former, original box \( X \), we are more likely to avoid misunderstandings if we speak of the initial box \( X_0 \), reminding us that the box \( X_0 \) was defined as the original box \( X \). We start with \( x = \text{mid} \ X \). During the iteration, mainly by the procedures (B) and (D), only \( x \) and \( X \) will be updated, but not \( J(X) \).

By ”updating” it is meant that the result of a formula or dependent variable is improved without a complete recomputation of that formula, etc. The individual steps of the Hansen-Greenberg variant are now discussed in some detail.

(A) The preconditioning step

It was argued in Hansen-Smith (1967) that (2.27) was best solved by pre-multiplying by an approximate inverse of mid \( J(X) \). If the approximate inverse is \( B \) then we obtain

\[ BJ(X)(x - Y) = B\phi(x) \]

or

\[ M(x - Y) = b \] (2.28)

where \( M = BJ(X) \) and \( b = B\phi(x) \). In this manner the system has been modified to a system that is almost diagonally dominant provided the widths of the Jacobian entries are not too large. This was also discussed by Miller (1972a). He showed that if \( Y = \{ z \mid m(x - z) = b, m \in M \} \) then the superset \( Z \) of \( Y \) obtained by solving (2.28) by Gaussian elimination without pivoting satisfies \( w(Z) = w(Y) + w(J(X))^2 \).

Such systems are also amenable to Gauss-Seidel type iterations because of the likely diagonal dominance. This will be discussed below.

It is obvious that the solution set of (2.28) contains the solution set of (2.27) such that no solution is lost in the above transformation. The only thing we have to do now is to solve the linear interval equation (2.28).
(B) The relaxation procedure

Because of the properties of the interval Newton algorithm cited in the last section we know that all zeros of $\phi$ lie in $X$ (where this $X$ abbreviates the former $X_n$), and therefore in the solution set of (2.28). The relaxation procedure tries to update $X$ and $x$ in order to make the elimination procedure, which will finally be applied, more effective. By updating it is meant here that a smaller $X$ is obtained as well as an $x$ nearer to a zero of $\phi$ such that $x$ is a better developing point for the methods (C) and (D) which follow later. It can also happen that when $X$ is made smaller it is split into two or more disconnected boxes, containing all solutions such that basically the further procedures need only be applied to these subboxes. In order to avoid an exponential increase of the number of subboxes the further steps are applied to the hull of the subboxes in such cases. A splitting into two subboxes is only done when the current iteration of the Newton method is finished.

The relaxation procedure for linear interval equations was developed in Hansen-Sengupta (1981). It consists of the application of the Gauss-Seidel iteration procedure (see for example Conte-de Boor (1980)) in an interval context (see also the discussion of related methods in Alefeld-Herzberger (1983)). This relaxation procedure is here used to solve the preconditioned set of equations (2.28) and it is expected that the procedure will be efficient since the coefficient matrix $M$ will in most cases contain the identity matrix $I$ due to its construction as $BJ(X)$, although this is not guaranteed since we only required that $B$ should be an approximate inverse of mid $J(X)$. It should also be noted that the matrix $M$ is kept constant throughout the relaxation steps (i.e. $M = BJ(X)$) whereas the vector $X$ is updated.

In the relaxation procedure the equation $M(x - Y) = b$ is solved for the $i$-th component $Y_i$ obtaining a superset of $Y_i$,

$$Z_i = x_i + M^{-1}_{ii} \left( \sum_{j=1}^{m} M_{ij}(x_j - X_j) - b_i \right) \tag{2.29}$$

where $x_j$, etc., denotes the $j$-th component of $x$, etc. This interval is
immediately used to intersect and update the \(i\)-th component \(X_i\),
\[
X_i := X_i \cap Z_i. \tag{2.30}
\]

This calculation is performed for all \(i, 1 \leq i \leq m\), first for the indices where \(0 \not\in M_{ii}\) and then for the remaining indices where \(0 \in M_{ii}\). This strategy results from the observation that the updating (2.30) with components \(X_i\) where \(0 \not\in M_{ii}\) improves (makes smaller) all the components \(Z_j\) via formula (2.29). This does however not hold for components \(X_i\) with \(0 \in M_{ii}\).

If the intersection (2.30) is empty for some \(i\) then it follows from the properties cited in the last section that there is no solution in \(X\) and thus no solution in the initial box \(X_0\). Therefore the whole interval Newton algorithm is to be terminated reporting

- no zero of \(\phi\) in \(X_0\).

When the intersection is not empty then the iteration process continues with the next component and the updated \(X_i\)'s.

If \(0 \in M_{ii}\) and if
\[
0 \in \sum_{j=1}^{m} M_{ij}(x_j - X_j) - b_i
\]

then we set \(Z_i = (-\infty, \infty)\). In this case the intersection (2.30) does not result in a narrowing of \(X_i\); hence no useful information is obtained.

If
\[
0 \not\in \sum_{j=1}^{m} M_{ij}(x_j - X_j) - b_i
\]

and \(0 \in M_{ii}\) then \(Z_i\) consists of two non-overlapping semi-infinite intervals separated by an open set (gap) according to the extended interval arithmetic division given in (2.7). The intersection \(Z_i \cap X_i\) may now be empty or consist of one or two intervals. In the first two cases the iteration proceeds as for the case \(0 \not\in M_{ii}\).
If the intersection results in two intervals then the box may be split normal to this coordinate direction. It might be impractical when the box is split with respect to several coordinate directions, thus resulting in a proliferation of subboxes as mentioned before. A splitting is therefore only done once during the iteration, i.e. vertical to the direction of the largest gap at the end of the iteration. In practice the algorithm therefore has to keep track of both the gap and the index of the coordinate where it occurs.

The gaps are also not used right away; they are saved until the other techniques have been employed to narrow the current box. It also turns out that the extended interval arithmetic calculations provide a wider gap when $x$ is a poor approximation for a zero of $\phi$. For this reason a gap is calculated prior to using the remaining techniques for shrinking the width of a box.

Combining the above steps the following intermediate procedure is obtained.

**Relaxation procedure algorithm**

1. For $i = 1, 2, \ldots, m$
   if $0 \not\in M_{ii}$ then

   (a) set
   
   $$Z_i := x_i + M_{ii}^{-1} \left( \sum_{\substack{j=1 \,\text{or} \, j \neq i}}^{m} M_{ij}(x_j - X_j) - b_i \right)$$

   and

   $$X_i := X_i \cap Z_i.$$  

   (b) If $X_i = \emptyset$ then terminate and report
      • no solution in $X$.

2. For $i = 1, 2, \ldots, m$
   if $0 \in M_{ii}$ then
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(a) set
\[ Z_i := x_i + M_{ii}^{-1} \left( \sum_{j=1}^{m} M_{ij}(x_j - X_j) - b_i \right) \]

and
\[ X_i := X_i \cap Z_i. \]

(b) If \( X_i = \emptyset \) then terminate and report
\begin{itemize}
  \item no solution in \( X \).
\end{itemize}

(c) If \( X_i \) has a gap then save \( i \) and gap.

(C) The local iteration procedure

The relaxation method is a rather robust step which is applicable also in unfavorable cases. Thus it is a slow step. In order to apply methods which are more accurate and faster, like the elimination procedure (D), it is necessary to be as near as possible to a solution. For this reason a shift of \( x = \text{mid} \) \( X \) in the direction of a solution, where \( X \) is the resulting interval of the procedure (B), is desirable. This shift is done by the local iteration procedure discussed here. If the shift is successful, i.e. \( \| \phi(x) \| < 10^{-3} \), then the elimination procedure (D) is applied. Otherwise, the relaxation procedure is applied in a simplified manner, that is, only part 1 of the algorithm is used.

For the shift we simply use a non-interval quasi Newton method,
\[ x_0 := \text{mid} X, \]
\[ x_{n+1} := x_n - B\phi(x_n) \]
for \( n = 0, 1, \ldots, s \). (Here the \( x_n \) denote again the iterates of \( x \) and not the coordinates of the vector \( x \).) The number \( s \) is determined implicitly when the termination criterion is satisfied, that is,
\[ \| \phi(x_{s+1}) \| < 10^{-3} \text{ or } \| \phi(x_{s+1}) \| > \frac{1}{2} \| \phi(x_s) \|. \]
The norm used is the Euclidean norm. We set the updated value of \( x \) to whichever \( x_s \) and \( x_{s+1} \) yields the smaller norm.

If a step from \( x_n \) to \( x_{n+1} \) leads out of the current box \( X \), a point on the boundary of \( X \) which is on the line connecting \( x_n \) and \( x_{n+1} \) is used as a replacement for \( x_{n+1} \).
(D) The elimination procedure

The elimination method (due to Gauss) applied to a uniquely solvable system of linear equations gives the exact solution in a finite number of arithmetic operations assuming exact arithmetic. The elimination method is thus an ideal means of solving equations. The method may, however, degrade if rounding errors are involved or if interval arithmetic is used. In both cases the method works excellently under certain conditions. Since these conditions are rather restricted or troublesome to verify computationally, especially in the interval case, the elimination procedure will only be applied if $\| \phi(x) \|$ is sufficiently small. This condition indicates that $x$ is near a zero and that, considering for a moment the equation (2.28) to be solved with respect to $Y$,

$$BJ(X)(x - Y) = B\phi(x),$$

it is plausible that $M = BJ(X)$ is near the identity matrix such that the elimination procedure may not require the search for pivots, thus saving row and column permutations.

If the elimination procedure is successful and if $X$ is made smaller then the conditions for applying the elimination procedure are improved and the procedure is applied again. Otherwise we return to the relaxation procedure or terminate the current iteration of the Newton procedure.

The elimination procedure uses a $LU$ decomposition of $M$ without row or column permutations. This means, first in case of non-interval matrices $A \in \mathbb{R}^{m \times m}$, that a lower triangular matrix $L$ and an upper triangular matrix $U$ are determined such that

$$A = LU.$$ 

The necessary steps can be found in any textbook on numerical analysis cf. Conte-Boor (1980), p. 161. A $LU$ decomposition of the interval matrix $M$ means that those arithmetical operations are applied to $M$ which would be used if $M$ were a non-interval matrix. Owing to interval arithmetic properties the equality $M = LU$ cannot be obtained, only the inclusion

$$M \subseteq LU.$$
Thus, $LU(x - Y) = b$ instead of $M(x - Y) = b$ is solved. No zero of $\phi$ is lost by this weakening, however. As already mentioned we terminate the $LU$ decomposition when a division through an interval containing 0 occurs. The use of the extended division would be possible, but this would worsen the conditions. In these cases we return, as mentioned, to the relaxation procedure.

The details of the procedure are given by the following steps, cf. Hansen-Sengupta (1983):
Elimination procedure

1. If $0 \in M_{ii}$ for some $i$, terminate.

2. Try to obtain the LU decomposition of $M$, that is, $M \subseteq LU$. Terminate when not successful.

3. Solve $Lw = b$ with respect to $w$. Let $W \in \mathbf{I}^m$ be a box that includes the solution set. Terminate if a division through a box containing 0 occurs.

4. Solve $U(x - Y) = W$ with respect to $Y$ as follows:
   
   (a) Set $i := m$.
   
   (b) Terminate if $0 \in U_{ii}$. Compute $Z_i := x_i - \left( W_i - \sum_{j=i+1}^m U_{ij}(x_j - X_j) \right) / U_{ii}$ ($Z_i, x_i$, etc. denote the coordinates of $Z, x$, etc.). $Z$ is a box containing the solution set.

   (c) Set $X_i := X_i \cap Z_i$ (updating of $X$).

   (d) Set $i := i - 1$.

   (e) If $i \neq 0$ go to (b).

5. End.

The order of application of the procedures (A) - (D)

The manner in which the steps and procedures (A) - (D) are combined can be seen from Alg. 1 below. It is, nevertheless, appropriate to describe some of the reasons for the particular choice of order of sub-algorithms in a less formal language.

The complete procedure for solving $J(X)(x - Y) = b$ with respect to $Y$ within one iteration of the Hansen-Greenberg realization consists of the following items:

1. The preconditioning step transforms this equation to $M(x - Y) = b$. 

2. The relaxation procedure is applied in order to improve $X$ and $x$ which are updated by $X := X \cap Z$ where $Z$ is a superset of the solution set of $M(x - Y) = B$ and by $x := \text{mid } X$. Gaps may also be found and saved in order that they may be used for the final splitting in item 7.

3. The local iteration procedure is supposed to improve $x$ (that is, finding an $x$ nearer to a solution of $\phi(x) = 0$) and thus $b = B\phi(x)$.

4. If $\| \phi(x) \| < 10^{-3}$ the elimination procedure is applied for improving $X$. Three possibilities can occur:

   (i) The improvement of $X$ is significant. By this we mean that the ratio of old box width to new box width is smaller than 0.9. (This threshold results from computational experience and should be higher the larger $m$ is and the more expensive the recalculation of $J(X)$ is.) In this case the elimination procedure is applied again (that is, go back to item 4).

   (ii) The improvement of $X$ is not significant. In this case the further improvements are skipped and the splitting of $X$ - see item 6 - is done.

   (iii) The elimination operations require a division by an interval containing zero. The elimination procedure is then stopped and the simplified relaxation procedure - see item 5 - is applied.

   If $\| \phi(x) \| \geq 10^{-3}$ the simplified relaxation procedure is applied - see item 5.

5. The simplified relaxation procedure performs (2.29), that is the computation of the $Z_i$ only if $0 \notin M_{ii}$. Therefore only part 1 is executed in the related algorithm for the relaxation procedure. The $Z_i$ with $0 \in M_{ii}$ are not calculated again since they were already used to find gaps. If $X$ improves significantly (cf. 4(i)), we set $x := \text{mid } X$ then compute $b := B\phi(x)$ and the simplified relaxation procedure is repeated (that is, go back to 5.).

If $X$ does not improve significantly then $X$ is split as in item 6 below.
6. The splitting of the box is executed at the end when further improvement by the other steps is unlikely. There are 2 possibilities:

   (i) If gaps were found in item 1 and not eliminated by the further improvements of \( X \) then a largest gap is used to split the box. More precisely if this largest gap occurs in direction \( i \) the box is split in the \( i \)-th direction. (If the boxes have edges which are very different in size, one can use the relatively largest gap which results from comparing the ratio gap width to edge width in each direction.)

   (ii) If no gaps were found in item 1 then the box is split at the midpoint of a largest component.

   The bisected boxes are put on a stack where they wait for further processing. The box with the largest width is taken from the stack and is denoted by \( X \) and a new iteration is done with this \( X \) after checking 7. If the stack has no boxes that can be chosen as a new \( X \) then \( \phi \) has no solution at all in the initially given area \( X_0 \) and the algorithm is terminated.

7. Termination criteria. If not terminated then start a new iteration (i.e. go to 1.).

   In later sections we will incorporate one iteration of the interval Newton method into optimization algorithms. By one iteration we then mean an iteration as described above omitting the artificial bisection performed in item (ii) of item 6 since this bisection will be executed by the optimization algorithm.

   The reasons for using exactly the above sequence of algorithmic steps are primarily given on the basis of extensive numerical experience. One can make this choice of ordering plausible, as we did, but a serious proof that this order is the best order is missing.

   We now give the detailed steps of the interval Newton method where the input parameters are the function \( \phi \), an inclusion function \( \Phi \) of \( \phi \), the starting box \( X \) in which the solutions (zeros of \( \phi \)) are to be found and some termination parameters.

   **Interval Newton Algorithm (after Hansen-Greenberg):**
**ALGORITHM 1**

1. Let $X$ be given.

2. Initialize list $L = (X)$.

3. Calculate $\Phi(X)$. If $0 \notin \Phi(X)$ then go to 21.

4. Calculate $J(X)$.

5. Calculate $B$, an approximate inverse of mid $J(X)$.

6. Set $x$ equal to the midpoint of $X$, that is $x = \text{mid } X$.

7. Calculate $M := BJ(X)$, and $b := B\phi(x)$.

8. Perform the relaxation procedure algorithm. If some $X_i = \emptyset$ then go to 21.

9. Perform the local iteration procedure to improve $x$.

10. If $\| \phi(x) \|$ is not sufficiently small (for applying the elimination procedure) then go to 16.

11. Perform the LU decomposition of $M$ if possible. If LU decomposition is not possible go to 16.

12. Calculate $b := B\phi(x)$.

13. Perform the remaining steps of the elimination procedure (the LU decomposition has already been terminated successfully). If a division by an interval containing 0 occurs go to 16.

14. If $X = \emptyset$ then go to 21.

15. If $X$ improved significantly in Step 13 set $x := \text{mid } X$ and go to 12. Otherwise go to 18.

16. Perform the simplified relaxation procedure. If $X = \emptyset$ then go to 21.
17. If $X$ improved significantly in Step 16 set $x := \text{mid } X$, compute $b := B\phi(x)$ and return to 16.

18. If the gaps together with their coordinate directions were saved in Step 8 then

- update the gaps (they could increase or even vanish by the continued shrinking process $X_i := X_i \cap Z_i$). Use the coordinate direction with the largest gap for splitting $X$ using the gap obtaining boxes $V_1$ and $V_2$. This gap is no longer part of $V_1$ or $V_2$. (The remaining gaps are still included.) Go to 20.

19. If $X$ did not improve significantly in Steps 8 or 13 or 16 then

- choose a coordinate direction $v$ parallel to which $Y_1 \times \ldots \times Y_m$ has an edge of maximum length, i.e. $v \in \{i : w(Y) = w(Y_i)\}$. Bisect $Y$ vertical to direction $v$ getting boxes $V_1, V_2$ such that $Y = V_1 \cup V_2$.

20. Enter $V_1$ and $V_2$ onto the list.

21. Remove $X$ from the list. If list is empty, terminate and report

- no solutions.

22. Apply termination criteria. For example: (i) If $\|\Phi(X)\| < \epsilon$ for all boxes $X$ of the list then terminate. Or: (ii) If $w(X) < \epsilon$ for all boxes $X$ of the list then terminate since a continuation seems to be unsuccessful. Etc.

23. Set $X$ to be the box of the list with the largest width.

24. Return to 3.
2.11 Numerical Examples Using the Interval Newton Method

The interval Newton method described in Alg. 1 was implemented in Fortran and some test cases were run. The description of the results uses the same notation as in Hansen-Greenberg (1983) where

\[ n_1 = \text{the number of iterations of the interval Newton algorithm,} \]
\[ \geq \text{the number of } \Phi(X) \text{ evaluations,} \]
\[ \geq \text{the number of } J(X) \text{ evaluations,} \]
\[ \geq \text{the number of inverse matrix evaluations,} \]
\[ \geq \text{the number of interval arithmetic matrix-matrix products,} \]

\[ n_2 = \text{the number of } \phi(x) \text{ evaluations,} \]
\[ = \text{the number of interval arithmetic matrix-vector products,} \]
\[ = n_3 + n_5 + n_6, \]

\[ n_3 = \text{the number of local iterations,} \]
\[ n_4 = \text{the number of interval arithmetic } LU \text{ decomposition attempts (failing and succeeding),} \]
\[ n_5 = \text{the number of executions of the elimination procedure,} \]
\[ n_6 = \text{the number of executions of the relaxation procedure for those } i \text{ with } 0 \notin M_{ii}, \]
\[ n_7 = \text{the number of executions of the relaxation procedure for those } i \text{ with } 0 \in M_{ii}, \]

\[ s = \text{the significant improvement factor. This means that a box is considered to be improved significantly by the relaxation or elimination procedure if the ratio of new box width to old box width is smaller than } s, \]

\[ E \pm n = 10^{\pm n}. \]

Alg. 1 was then tested on three examples.

Example 1. In Hansen-Greenberg (1983) the Broyden banded
function was used to test Alg. 1. This function is defined by
\[
\phi_i(x) = x_i(2 + 5x_i^2) + 1 - \sum_{j \neq i} x_j(1 + x_j) \quad (i = 1, \ldots, m),
\]
where \( J_i = \{ j : j \neq i, \max(1, i - 5) \leq j \leq \min(m, i + 1) \} \). The function was chosen by Hansen-Greenberg (1983) for easy programmability in an arbitrary dimension.

Alg. 1 was executed for this function with \( m = 3 \) and with four different starting boxes \( X = ([a, b], [a, b], [a, b])^T \) where \([a, b]\) are given in the table below.

The significant width improvement factor was \( s = 0.9 \) and for termination it was required that each box on the list had width less than \( 10^{-8} \).

The statistics for the solution process for \( \phi(x) = 0 \) with the different choices of \([a, b]\) were

<table>
<thead>
<tr>
<th></th>
<th>Test 1</th>
<th>Test 2</th>
<th>Test 3</th>
<th>Test 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>([a, b])</td>
<td>([-1, 1])</td>
<td>([-20, 15])</td>
<td>([-3, 2])</td>
<td>([-1, 2])</td>
</tr>
<tr>
<td>(n_1)</td>
<td>15</td>
<td>33</td>
<td>23</td>
<td>16</td>
</tr>
<tr>
<td>(n_2)</td>
<td>64</td>
<td>169</td>
<td>212</td>
<td>53</td>
</tr>
<tr>
<td>(n_3)</td>
<td>19</td>
<td>32</td>
<td>29</td>
<td>21</td>
</tr>
<tr>
<td>(n_4)</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>(n_5)</td>
<td>17</td>
<td>0</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>(n_6)</td>
<td>28</td>
<td>137</td>
<td>183</td>
<td>28</td>
</tr>
<tr>
<td>(n_7)</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

There were 2 adjacent boxes on the final list in Test 1 and the union of these boxes was the box
\[
\left( \left[ -0.42830257, -0.42830256 \right], \left[ -0.47656629, -0.47656628 \right] \right).
\]

For the final boxes \( X \) on the final list we also have
\[
\| \phi(X) \| \leq 2 \cdot 10^{-7}
\]
where \( \phi(X) \) is the natural interval extension of \( \phi \) to \( X \) and
\[
\| \phi(X) \| = \max_{y \in \phi(X)} \| y \|.
\]

Test 2 also resulted in two final boxes, whereas Tests 3 and 4 had only one final box. In all the tests the results were similar to the results obtained in Test 1.

This example also showed the relative frequencies of execution of the different components of the algorithm.

**Example 2.** In Moré-Cosnard (1979) the nonlinear integral equation
\[
\begin{equation}
\begin{split}
    u(t) + \int_0^1 H(s,t)(u(s) + s + 1)^3 \, ds &= 0, \\
    \text{with} \\
    H(s,t) &= \begin{cases} 
    s(1 - t), & s \leq t, \\
    t(1 - s), & s \geq t,
    \end{cases}
\end{split}
\end{equation}
\]
was discretized by considering the equation at the points \( t = t_k, k = 1, \ldots, m \), and then replacing the integral by an \( m \)-point rectangular rule based on the points \( \{t_k\} \). The resulting system of equations in the unknowns \( x_k = u(t_k) \) was defined by
\[
\begin{align}
\phi_k(x) &= x_k + \frac{1}{2} \{ (1 - t_k) \sum_{j=1}^{k} t_j (x_j + t_j + 1)^3 \\
&\quad + t_k \sum_{j=k+1}^{m} (1 - t_j) (x_j + t_j + 1)^2 \} \quad (2.31)
\end{align}
\]
where \( x_0 = x_{m+1} = 0, t_j = jh \), and \( h = (m + 1)^{-1} \).

This is the standard finite difference approach to solving nonlinear integral equations where the solutions of system \( \phi(x) = 0 \) provide approximations to the values of \( u(t) \) at \( t_0, \ldots, t_m \).

The final boxes on the list include the solutions to the finite difference equations (2.31) but not necessarily to the original integral equations. However, using known analytic techniques it is also possible to estimate the error committed by the finite difference approach and thus provide inclusions to the values of \( u(t) \) at \( t_0, \ldots, t_m \) as well.
Alg. 1 was executed for this function for a varying $m$ with an initial box having components $X_i = [-4, 5]$, $i = 1, \ldots, m$, in each case. The significant width improvement factor was $s = 0.9$ and for termination it was required that each box on the list had width less than $10^{-6}$.

The statistics resulting from solving this problem for $m = 4, 5, 6, 7$ were

<table>
<thead>
<tr>
<th></th>
<th>$m = 4$</th>
<th>$m = 5$</th>
<th>$m = 6$</th>
<th>$m = 7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_1$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$n_2$</td>
<td>20</td>
<td>22</td>
<td>25</td>
<td>27</td>
</tr>
<tr>
<td>$n_3$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$n_4$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$n_5$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$n_6$</td>
<td>19</td>
<td>21</td>
<td>24</td>
<td>26</td>
</tr>
<tr>
<td>$n_7$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

In each case only one final solution box $X$ remained. These were for $m = 4$:

$$
\begin{pmatrix}
-0.876487E-01, & -0.876483E-01 \\
-0.147771E+00, & -0.147770E+00 \\
-0.168620E+00, & -0.168619E+00 \\
-0.130817E+00, & -0.130816E+00
\end{pmatrix}
$$

with $\| \phi(X) \| < 0.86 \times 10^{-6}$, for $m = 5$:

$$
\begin{pmatrix}
-0.750223E-01, & -0.750216E-01 \\
-0.131976E+00, & -0.131975E+00 \\
-0.164849E+00, & -0.164848E+00 \\
-0.164665E+00, & -0.164664E+00 \\
-0.117418E+00, & -0.117417E+00
\end{pmatrix}
$$

with $\| \phi(X) \| < 0.2 \times 10^{-5}$,
for $m = 6$: 
\[
\begin{pmatrix}
-0.654636 \times 10^{-1} & -0.654632 \times 10^{-1} \\
-0.118166 \times 10^{0} & -0.118165 \times 10^{0} \\
-0.154627 \times 10^{0} & -0.154626 \times 10^{0} \\
-0.169992 \times 10^{0} & -0.169991 \times 10^{0} \\
-0.157270 \times 10^{0} & -0.157269 \times 10^{0} \\
-0.106031 \times 10^{0} & -0.106030 \times 10^{0}
\end{pmatrix}
\]
with $\| \phi(X) \| < 0.14 \times 10^{-5}$,

for $m = 7$: 
\[
\begin{pmatrix}
-0.580146 \times 10^{-1} & -0.580143 \times 10^{-1} \\
-0.106539 \times 10^{0} & -0.106538 \times 10^{0} \\
-0.143383 \times 10^{0} & -0.143382 \times 10^{0} \\
-0.165632 \times 10^{0} & -0.165631 \times 10^{0} \\
-0.169319 \times 10^{0} & -0.169318 \times 10^{0} \\
-0.148908 \times 10^{0} & -0.148907 \times 10^{0} \\
-0.964312 \times 10^{-1} & -0.964310 \times 10^{-1}
\end{pmatrix}
\]
with $\| \phi(X) \| \leq 0.12 \times 10^{-5}$.

We note that in this example the interval Newton method only required one iteration for each of the cases $m = 4, 5, 6, 7$ and that the number of inner iterations only increased slowly with $m$.

**Example 3.** A very simple, but troublesome, global optimization problem was devised to test the effectiveness of this implementation of the interval Newton method for finding a continuum of zeros.

The problem was simply: Find all the global minimizers of $f(x) = \frac{1}{2}x_1^2x_2^2$ in a given box $X$.

It is immediately obvious that the set of global minimizers is formed from $x_1 = 0$ and $x_2 = c$ together with $x_1 = d$ and $x_2 = 0$ where $c, d$ are arbitrary, but restricted by the box $X$.

The interval Newton method was applied to the gradient of $f$ in order to solve this problem thus obtaining a list of final boxes containing all the zeros of the gradient.

The gradient of $f$ is
\[
\frac{\partial f(x)}{\partial x_1} = x_1x_2^2 = \phi_1(x)
\]
\[
\frac{\partial f(x)}{\partial x_2} = x_1^2 x_2 = \phi_2(x).
\]

Alg. 1 was therefore applied to solve \( \phi(x) = 0 \) in the box \( X = \left([-1.0, 0.5], [-0.4, 0.5]\right)^T \) with the significant width improvement factor \( s = 0.9 \). It was also required that the boxes on the final list had width less than \( 10^{-1} \) (knowing \emph{a priori} that the number of boxes would then be of the order of 25-30).

The results were

\[
\begin{array}{|c|c|}
\hline
n_i & \text{94} \\
\hline
n_2 & 107 \\
\hline
n_3 & 41 \\
\hline
n_4 & 37 \\
\hline
n_5 & 0 \\
\hline
n_6 & 66 \\
\hline
n_7 & 94 \\
\hline
\end{array}
\]

There were 25 boxes on the final list. Two representative boxes were

\[
X_2 = \left(\begin{array}{c}
[- .91E + 00, & -.81E + 00] \\
[- .47E - 01, & +.50E - 01]
\end{array}\right)
\]

with \( \|f(X_2)\| \leq .10E - 2 \) and

\[
X_{16} = \left(\begin{array}{c}
[- .63E - 01, & +.31E - 01] \\
[- .63E - 02, & +.50E - 01]
\end{array}\right)
\]

with \( \|f(X_{16})\| \leq .49E - 5 \).
Chapter 3

Global Unconstrained Optimization

3.1 Introduction

In this chapter we consider the global unconstrained optimization (more precise: minimization) problem: Let $\mathbb{R}$ be the set of reals, let $X \subseteq \mathbb{R}^m$ be a compact right parallelepiped parallel to the axes (abbreviated as a box in the sequel), $f : X \rightarrow \mathbb{R}$ any function and $\Box f(X)$ the range of $f$ over $X$, that is the set of all function values, $\Box f(X) = \{ f(x) : x \in X \}$. The global "minimum" $\inf (\Box f(X))$ is denoted by $f^*$ if it exists in $\mathbb{R}$, the set of global minimizers (or global minimum points) by $X^*$. Since we do not assume the continuity of $f$ at first, we use "inf" instead of "min". The problem mentioned is usually described by

$$\text{minimize } f(x) \text{ subject to } x \in X.$$  \hspace{1cm} (3.1)

We will describe methods which are able to determine

(a) $f^*$, or

(b) $f^*$ and $X^*$.

The numerical realization of these methods will be such that - depending on the properties of $f$ -
• lower and upper bounds of $f^*$,
• arbitrarily good lower and upper bounds of $f^*$,
• inclusions of $X^*$,
• arbitrarily good inclusions of $X^*$

will be produced.

If the methods are applied to $-f$ then the methods will obviously determine the global maximum and the set of global maximizers of $f$ over $X$.

We will present 3 algorithms for solving (3.1). The first algorithm, due to Moore (1966) and Skelboe (1974), only aims to determine $f^*$. The second algorithm, due to Ichida-Fujii (1979), is very similar to the Moore-Skelboe algorithm and it aims to determine $f^*$ and $X^*$. This algorithm has the problem that convergence to $X^*$ is not generally ensured. Since it is still frequently used we include it into our considerations and we discuss its properties. Finally, the algorithm of Hansen (1979), (1980) has just $f^*$ and $X^*$ as the solution set and it is therefore superior to the algorithm of Ichida-Fujii.

The 3 algorithms are based upon the branch and bound principle. By this we mean that:

(a) The whole area $X$ is not searched uniformly for the global minimizers; instead some parts (branches) are preferred. The branching depends on the bounding:

(b) It is required that for any subbox $Y \subseteq X$ a lower bound for $f$ over $Y$ is known or computable.

The process of fitting together the branching and bounding is discussed later. Here we mention that we use interval arithmetic for the bounding since it has the tools for obtaining the necessary bounds almost automatically.

The 3 algorithms depend on:

(i) Properties of $f$. Principally, the algorithms work and converge even if $f$ is not continuous. If $f$ is continuous then it is easier to find
sound termination criteria. The number of global minimum points can be unbounded, but $f$ has to be bounded from below in order to have a global minimum. Lipschitz conditions, differentiability, or smoothness properties are not needed but the numerical processing is facilitated and the convergence speed may improve if they are present.

(ii) *Inclusion functions.* These are the interval valued functions which enable us to include the whole continuum of function values of $f$ (and thus $f^*$) or, if desired, certain parts of it in intervals (bounding). Construction and use of inclusion functions cause no problems. When a computer system is available equipped with interval arithmetic software then the construction and arithmetic manipulation of inclusion functions run completely automatically and, further, the lower bounds computed are guaranteed lower bounds since the rounding errors are kept under control automatically. Majorization resp. minimization methods based on the knowledge of Lipschitz constants are closest tools to the inclusion function tool. Nevertheless, inclusion function methods are preferred since it is nearly always possible to find appropriate inclusion functions, even if they do not satisfy a Lipschitz condition or are not continuous.

(iii) A *subdivision (bisection) strategy* of the domain $X$. The inclusion function brings about guaranteed inclusions of $f^*$. The subdivision strategy implies that the inclusion function is evaluated only where it is really necessary (branching) so that the computational effort is kept as low as possible. The computation can be terminated when the inclusions of $f^*$ are sufficiently small.

An effective procedure for a global unconstrained optimization problem will consist of

(a) the basic steps,

(b) the accelerating devices.

The basic steps are responsible for getting the solution of the problem or, at least, an approximate solution when the computation is done on a computer. The accelerating devices aim to get the solution or its approximation as fast as possible.
Our presentation of the 3 algorithms will only consist of the basic steps for two reasons: First, the convergence properties are then transparent and they can therefore easily be proven. Second, the basic steps require minimum assumptions for \( f \). If, however, the user wishes to speed up the computation and if \( f \) has the properties required for speeding up the computations then he may add accelerating devices. These are described at the end of this chapter.

The organization of this chapter is as follows:

First, the Moore-Skelboe algorithm is presented. Its properties are discussed in depth since the remaining two algorithms can be seen as modifications of the above algorithm. Items like the existence of minimizers, termination criteria, influence of rounding errors, convergence properties of the algorithms, etc. are therefore investigated extensively in connection with the Moore-Skelboe algorithm since these items are basically valid for all 3 algorithms. When dealing with the properties of Ichida-Fujii’s and of Hansen’s algorithm it is therefore only necessary to add a few supplementary remarks. Two sections with numerical examples demonstrate that the interval methods are far from being mere theory. Some examples are included which are unsolvable with any other optimization procedure we know about. Finally, the acceleration devices are developed, and it is shown how they can be combined with the 3 prototype algorithms.

### 3.2 The Moore-Skelboe Algorithm

This algorithm aims to determine \( f^* \), the global minimum of the unconstrained optimization problem, (3.1), that is, to minimize \( f \) over the box \( X \in \mathbb{I}^m \). Some global minimizers can be located. An error analysis is possible only for the approximation of \( f \).

The algorithm is credited to Moore and Skelboe because Moore (1966) was probably the first to discover that interval arithmetic is an excellent tool for computing the range of a function over a box \( X \), which is almost the same as to compute \( f^* \). Skelboe (1974) combined some of Moore’s ideas with the branch and bound principle. The resulting algorithm was again improved by Moore (1976).
The Moore-Skelboe Algorithm

The input data for the algorithm are the dimension $m$ of the problem (number of variables of $f$), the box $X \in \mathbb{R}^m$ and an inclusion function $F : \mathbb{I}(X) \to \mathbb{I}$ of $f$. Termination criteria will be discussed later.

The algorithm works by splitting up the domain $X$ into subboxes of not necessarily the same size step by step. The search for $f^*$ is done in these subboxes, but not uniformly which would be too expensive. Here the branching principle is involved: At each iteration the search is continued in the box $Y$ where $f$ has the smallest lower bound $y$ (bounding principle), since the chances are best for finding $f^*$ in this box. The lower bounds of $f$ over subboxes $Z$ are determined from the inclusion function $F(Z)$ such that $z = \text{lb}F(Z)$ is a lower bound of $f$ over $Z$.

**ALGORITHM 2 (Moore-Skelboe)**

1. Set $Y := X$.
2. Calculate $F(Y)$.
3. Set $y := \min F(Y)$.
4. Initialize list $L = ((Y, y))$.
5. Choose a coordinate direction $k$ parallel to which $Y = Y_1 \times \ldots \times Y_m$ has an edge of maximum length, i.e. $k \in \{i : w(Y) = w(Y_i)\}$.
6. Bisect $Y$ normal to direction $k$ obtaining boxes $V_1, V_2$ such that $Y = V_1 \cup V_2$.
7. Calculate $F(V_1), F(V_2)$.
8. Set $v_i := \text{lb}F(V_i)$ for $i = 1, 2$.
9. Remove $(Y, y)$ from the list $L$.
10. Enter the pairs $(V_1, v_1)$ and $(V_2, v_2)$ into the list such that the second members of all pairs of the list do not decrease.
11. Denote the first pair of the list by $(Y, y)$.
12. If termination criteria hold, then go to 14.
13. Go to 5.

14. End

This algorithm initializes a list \( L = L_1 \) consisting of one pair \((Y, y)\); see Step 4. The list is then modified and enlarged at each iteration; see Steps 9 and 10. At the \( n \)-th iteration a list \( L = L_n \) consisting of \( n \) pairs is present,

\[
L_n = ((Z_{n1}, z_{n1}), \ldots, (Z_{nn}, z_{nn})) \text{ where } z_{nk} = \min F(Z_{nk}).
\]

The leading pair of the list \( L_n \) will be denoted by

\[
(Y_n, y_n) = (Z_{n1}, z_{n1}).
\]

The boxes \( Y_n \) are called the leading boxes of the algorithm.

Assume, for the moment, that the termination criteria of Step 12 are not satisfied during the whole computation such that Algorithm 2 will not stop. In this case an infinite sequence of leading pairs \((Y_n, y_n)_{n=1}^{\infty}\) is produced, and the convergence properties of Algorithm 2 can be discussed. The set of accumulation points of the sequences \((Y_n)\) and \((y_n)\) is then taken as solution set of Algorithm 2.

A point \( x \) is an accumulation point of the sequence \((Y_n)\) iff there exist points \( \eta_n \in Y_n \) for each \( n \) such that \( x \) is an accumulation point of the sequence \((\eta_n)\). We can use the Hausdorff-metric, and a weakened version of it, in order to have a measure for the distance from the boxes \( Y_n \) to \( X^* \), the set of global minimum points available. Let \( A, B \) be compact subsets of \( \mathbb{R}^m \) and \( x \in \mathbb{R}^m \); then we define

\[
\begin{align*}
\delta_o(x, B) &= \min_{b \in B} \| x - b \|_2, \\
\delta_o(A, B) &= \max_{a \in A} \delta_o(a, B), \\
\delta(A, B) &= \max\{\delta_o(A, B), \delta_o(B, A)\}.
\end{align*}
\]

Clearly, \( \delta_o(x, B) \) is the distance from \( x \) to the nearest point of \( B \), and, roughly speaking, \( \delta_o(A, B) \) is the distance from the farthest point of \( A \) to the nearest point of \( B \). Therefore \( \delta_o(A, B) \neq \delta_o(B, A) \), in general. If, for example, \( A \subseteq B \) then \( \delta_o(A, B) = 0 \), but \( \delta_o(B, A) = 0 \) need not hold in this case. The Hausdorff-distance \( d \) is a metric for the set of
compact subsets of $\mathbb{R}^m$. Thus, $d(A, B) = 0$ only if $A = B$. This shows that convergence of boxes $Y_n$ to a set $B$ via $d$ means that $Y_n$ converges to $B$ with respect to the shape of $B$, which is a requirement that is too strong in many cases. On the contrary, $d_e(Y_n, B) \to 0$ as $n \to \infty$ means that the farthest point of $Y_n$ from $B$ tends to $B$. This is a realistic way to describe the kind of convergence we are concerned with in Alg. 2.

We introduce the notation

$$Y_n \to B$$

only for the case $d(Y_n, B) \to 0$.

If $B$ consists of just one point, say $B = \{x\}$, then $Y_n \to B$ or $Y_n \to z$ means that $\eta_n \to z$ for any sequence $(\eta_n)$ with $\eta_n \in Y_n$. Therefore if $Y_n = [a_n, b_n]$ are intervals ($m = 1$), then $Y_n \to z$ is equivalent to $a_n \to z$ and $b_n \to z$.

Three kinds of results can be expected.

1. If any inclusion function $F$ for $f$ is the parameter of Alg. 2 then the sequence of leading pairs, $((Y_n, y_n))_{n=1}^\infty$, satisfies $f^* \in F(Y_n)$, i.e., $y_n \leq f^*$ for any $n$.

2. If $F$ satisfies an additional property (cf. (3.12) or (3.13)) then the convergence of the algorithm is guaranteed in the following sense:

$$F(Y_n) \to f^* \quad \text{as} \quad n \to \infty \quad \text{if} \quad f \quad \text{is continuous},$$

$$y_n \to f^* \quad \text{as} \quad n \to \infty \quad \text{if} \quad f \quad \text{is discontinuous}.$$

In both cases, estimates of the error are automatically produced.

3. Each accumulation point of $(Y_n)$ is a global minimizer.

These results are discussed in the sequel.

**Theorem 3** Let $X \subseteq \mathbb{R}^m$ be a box, let $f : X \to \mathbb{R}$ be any function, and let $F : \mathcal{I}(X) \to \mathcal{I}$ be an inclusion function for $f$. Then the global "minimum" $f^* = \inf (\square f(X))$ exists and

$$f^* \in F(Y)$$

holds for all leading boxes $Y$ of the algorithm.
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Proof. The range of $f$ over $X$ is included in the interval $F(X)$ from the assumption that $F$ exists. Therefore, $\inf (\square f(x))$ exists in $\mathbb{R}$. The remainder of the theorem follows immediately from the following formulas which hold for each list $L_n$:

$$X = \bigcup_{i=1}^{n} Z_{ni}, \quad (3.2)$$

$$\square f(X) = \bigcup_{i=1}^{n} \square f(Z_{ni}) \subseteq \bigcup_{i=1}^{n} F(Z_{ni}), \quad (3.3)$$

$$y \leq f^* \leq \text{ub} F(Y). \quad (3.4)$$

The relations (3.2), (3.3) show that the algorithm has similarities with known sequential strategies based on the generation of minorants which can be found via the knowledge of Lipschitz constants, cf.Evtushenko (1971), Shubert (1971), Mladineo (1986), etc.

Finally, two technical points should be mentioned: First, if $f$ is monotone in some variable or if some variable occurs only once in the expression for $F$, then no subdivisions are necessary in the related co-ordinate direction, cf. Nickel (1971), Skelboe (1974), Ratschek-Rokne (1984).

Second, if a reduction of the list is desired, for instance to avoid capacity problems when storing the list in a computer, a cut-off process can be incorporated. This means that if the list $L_n$ is processed and if

$$\max F(Z_{ni}) < z_{nj} \text{ for some } j \leq n,$$

then all pairs

$$(Z_{ni}, z_{ni}) \text{ for } i = j, \ldots, n$$

can be discarded from the list. Such a procedure is justified, since, for $i = j, \ldots, n$, the box $Z_{ni}$ does not influence the search for $f^*$. This test is related to the so-called midpoint test. As we will see it is a basic step of Ichida-Fujii’s as well as of Hansen’s algorithms where the test influences the solution sets of the algorithms. The principle of this test is also used in non-interval optimization algorithms.
3.3 Termination, Approximation Errors, Rounding Errors

In order to provide termination criteria, one has to distinguish two cases: The criteria have to terminate the execution of the algorithm when

(i) exact computation is assumed (idealized case),

(ii) numerical computation is assumed (real case).

Both criteria are important for our considerations. The first criterion is responsible for the connection to the theory of the algorithm and the second criterion is responsible for the approximation of the first such that the connections with the theory are not lost. We start with a discussion of the criteria for the Moore-Skelboe Algorithm when exact computation is assumed.

A reasonable criterion is

"If \( w(F(Y_n)) < \epsilon \) then terminate" \hspace{1cm} (3.5)

where \( \epsilon > 0 \). Since \( f^* \in F(Y_n) \) the number \( w(F(Y_n)) \) is an upper bound for the absolute error when \( f^* \) is approximated by \( F(Y_n) \) or any value \( \eta_n \in F(Y_n) \), for example, \( \eta_n := y_n \).

Practically one obtains better results when the criterion

"If \( f_n - y_n < \epsilon \) then terminate" \hspace{1cm} (3.6)

is used. Here \( f_n \) is the smallest function value (of \( f \)) which has been computed up to the \( n \)-th iteration. Since \( y_n \leq f^* \leq f_n \), we again have an upper estimate of the approximation error \( |y_n - f^*| \) or \( |f_n - f^*| \) by \( f_n - y_n \).

The function values \( f_n \) are in many cases available when the inclusion function values \( F(Y) \) are computed. For instance, if \( F(Y) \) is obtained via the meanvalue form,

\[
F(Y) = f(c) + (Y - c)^T F'(Y)
\]
where \( c = \text{mid} \ Y \) and where \( F' \) is an inclusion of the gradient or the generalized gradient, then \( f(c) \) is such a function value. If really no function value is available then, in general,

\[
f_n := \min_{i=1,\ldots,n} \text{ub} \ F(Y_n)
\]

will be the smallest upper bound of \( f^* \) known so far and it may be used in (3.6).

One also can obtain sharper results if

\[
\hat{y}_n := \max\{y_1, \ldots, y_n\}
\]

is used instead of \( y_n \). Clearly \( f_n - \hat{y}_n \) is smaller than \( f_n - y_n \) and we also have \( \hat{y}_n \leq f^* \). In the sequel, we do not mention this possibility since its use is a programming skill rather than an important step of Alg. 2 or other algorithms which will be developed in this book.

We can also estimate the relative approximation error. If the computation is terminated by (3.5) then the relative error when \( f^* \) is approximated by \( F(Y_n) \) or by any value \( \eta_n \in F(Y_n) \) is, maximally,

\[
\frac{w(F(Y_n))}{\min(|y_n|, |\text{ub} F(Y_n)|)} \quad \text{if } 0 \not\in F(Y_n).
\]

If the termination is caused by (3.6) then the relative error of the approximation of \( f^* \) by \( y_n \) or \( f_n \) is, maximally,

\[
\frac{f_n - y_n}{\min(|y_n|, |f_n|)} \quad \text{if } 0 \not\in [y_n, f_n].
\]

Using (3.5) or (3.6) the termination is guaranteed when \( F(Y_n) \to f^+ \). Conditions for the convergence properties of this sequence are given in the next section. If convergence is not given or if rounding errors prevent the convergence during the numerical computation, then other criteria have to be incorporated, or additionally used, for security. Two of them are, for instance,

"If \( w(Y_n) < \epsilon_o \) then terminate"

for some \( \epsilon_o > 0 \). This criterion always works since we always have \( w(Y_n) \to 0 \) as we will see in the next section. Or,

"If \( n \geq n_o \) then terminate."
Termination, Approximation Errors, Rounding Errors

The error estimations mentioned above remain valid also under the last two criteria.

So far we have ignored the effect of rounding errors in order to be able to study the theoretic properties of Alg. 2. If Alg. 2 is implemented on a computer then the assertions of Theorem 3 may be wrong. The inclusion property of \( f^* \) need no longer be preserved and convergence properties as they will be presented in the next section are disturbed or destroyed due to rounding errors. Then instead of the intended values \( F(Y) \), so-called numerical values \( \tilde{F}(Y) \) are delivered which approximate \( F(Y) \).

If, however, *machine interval arithmetic* is implemented on the computer, then one has the rounding errors automatically under control; see Sec. 2.4. In addition to other advantages, a machine interval arithmetic causes the inclusion

\[
F(Y) \subseteq \tilde{F}(Y) = (F(Y))_M
\]

such that the global minimum remains included,

\[
f^* \in \tilde{F}(Y)
\]

if \( Y \) is a leading box. If \( \tilde{y} = \text{lb} \tilde{F}(Y) \) and if \( Y \) is a leading box then

\[
\tilde{y} \leq \text{lb} F(Y) \leq f^*
\]

thus the numerical value \( \tilde{y} \) of \( y = \text{lb} F(Y) \) is still a lower bound for \( f^* \). The termination condition \( w(F(Y)) < \epsilon \), cf. (3.5), is then numerically realized as the condition

\[
w(\tilde{F}(Y)) < \epsilon. \tag{3.9}
\]

If (3.9) is satisfied then it also follows that \( w(F(Y)) < \epsilon \) such that the termination of the algorithm remains correct, and

\[
w(\tilde{F}(Y)) < \epsilon
\]

is an absolute error bound of \( f^* - y \) such that Theorem 3 is still valid. It is possible that in a certain phase of the computation the rounding errors overwhelm the decrease of \( w(F(Y)) \), that is, \( w(\tilde{F}(Y)) \) does not
tend to 0 even if \( w(F(Y)) \to 0 \). Since such cases cannot be excluded, additional termination criteria are required as mentioned above. The following two security criteria are also known:

A widely used condition for termination was proposed in Moore (1966). That is, the termination of Alg. 2 is initiated when

\[
Y_{n+1} \subseteq Y_n \text{ does not imply } \bar{F}(Y_{n+1}) \subseteq \bar{F}(Y_n)
\]  

(3.10)

where \( Y_n \) and \( Y_{n+1} \) are the leading boxes of \( L_n \) and \( L_{n+1} \), respectively. This criterion, however, presupposes that the inclusion function is isotope. \( (F \) is called \textit{isotope} if \( Y \subseteq Z \) implies \( F(Y) \subseteq F(Z) \).) For this reason the investigation and construction of isotope interval functions is an important branch of interval analysis.

If \( f \) is discontinuous the graph of \( f \) may contain jumps and the termination criterion \( w(F(Y_n)) < \epsilon \) may not work. The criterion (3.10) is then recommended as an additional termination criterion as well. If \( F \) is inclusion isotope, then a few occurrences of (3.10) without interruption will in general suggest that the result cannot be improved. There is a similar criterion that causes termination if the sequence \((y_n)_{n=1}^\infty\) does not increase during some steps of the algorithm.

Some authors recommend stopping the computation when the condition

\[
Y_{n+1} \subseteq Y_n, \ Y_{n+1} \neq Y_n \text{ implies } \bar{F}(Y_{n+1}) = \bar{F}(Y_n)
\]  

(3.11)

occurs during some steps of the algorithm. A class of functions for which (3.11) provides an optimal termination criterion is described in Asaithambi-Shen-Moore (1982). When applying (3.11) to other functions one should not stop too early: One can construct examples where at first (3.11) holds arbitrarily many times without interruptions, but an improvement is nevertheless possible. For example, if

\[
f(x) = \sin(2\pi x) + \cos(2\pi x), \quad F(Y) = \Box \sin(2\pi Y) + \Box \cos(2\pi Y),
\]

and \( X = [0, 2^{10}] \), then \( \Box \sin(2\pi Y) = \Box \cos(2\pi Y) = [-1, 1] \) if \( w(Y) \geq 1 \). Thus, we will get \( F(Y_n) = [-1, 1] + [-1, 1] = [-2, 2] \) and \( w(F(Y_n)) = 4 \) for \( n = 1, \ldots, 2^{11} - 1 \), when applying Alg. 2 to \( X \). Only then is there a chance that a decreasing \( w(F(Y_n)) \) is computed.
3.4 Convergence Conditions for the Moore-Skelboe Algorithm

It was shown in Sec. 3.3 that Alg. 2 produces intervals \( F(Y_n) \) that contain the global minimum \( f^* \), such that \( y_n = \inf F(Y_n) \) is a lower bound for \( f^* \) and \( w(F(Y_n)) \) is a measure for the quality of the approximation. In this section we shall first discuss conditions under which Alg. 2 converges, that is, \( w(F(Y_n)) \) converges to 0 or \( Y_n \) converges to \( f^* \) as \( n \to \infty \), and then give some hints about the convergence speed. The results of this section are mainly due to Ratschek (1985a) and Moore-Ratschek (1987).

Let us first state a key lemma for further investigations. It expresses that for any sequence of intervals generated by Alg. 2, \( (Y_n)_{n=1}^{\infty} \), the corresponding sequence of widths \( (w(Y_n))_{n=1}^{\infty} \) converges to 0. This property may seem to be self-evident at first glance. However, the proof is useful for three reasons. Firstly, there are very similar algorithms that do not have this property, for example algorithms which use cyclic bisection: see Moore (1979), Asaithambi-Shen-Moore (1982). Secondly, the sequence \( (Y_n)_{n=1}^{\infty} \) need not converge. Thirdly, we may reflect on the possible occurrence of sequences \( (Y_n)_{n=1}^{\infty} \) where boxes of length \( w(X)/2^v \) for \( v = 1, 2, \ldots \) may arise arbitrarily late. Such a sequence arises for example when for each \( v = 1, 2, \ldots \) a box \( Y_n \) exists with \( n \geq 10^v \) and \( w(Y_n) = 1/2^v \).

**Lemma 1** Let \((Y_n)_{n=1}^{\infty}\) be a sequence generated by Alg. 2. Then \( w(Y_n) \to 0 \) as \( n \to \infty \).

**Proof.** Let \( X \in \mathbf{I}^m \) be the basis box. Then the construction of the sequence of leading boxes depends on \( F \) and on the geometry of \( X \), that is, the length of the edges of \( X \). If \( X \) is fixed but another inclusion function \( F \) is chosen then another sequence of boxes emerges. Let \( S \) be the collection of all boxes that occur if the algorithm is applied to \( X \) and all possible inclusion functions \( F \). Then \( S \) contains only finitely many boxes whose width is larger than any given \( \epsilon > 0 \). This shall be shown now.

Let the coordinate directions be numbered in such a way that \( w_1 \geq w_2 \geq \ldots \geq w_m \) where \( w_i = w(X_i) \) and \( X = X_1 \times \cdots \times X_m \). Then
no box of $\mathcal{S}$ has a width larger than $w_1$. Estimating the number of boxes of $\mathcal{S}$ that satisfy $w_1/2 < w(Y) \leq w_1$ leads to an upper bound, $\alpha$, for this number, which is $\alpha = 3^m$. The number is at most $m$ if $w_1 > w_2 > \cdots > w_m$ and is equal to $\alpha$ if all the $w_i$ are equal. Further, there are at most $\alpha$ boxes of $\mathcal{S}$ with width $w_1/2$. Since this estimate is independent of the numerical value of $w_1$ we can apply it again to at most $\alpha$ boxes with the edge length $w'_1 = w_1/2$ and $w'_1 \geq w'_2 \geq \cdots \geq w'_m$. Accordingly, $\mathcal{S}$ contains at most $\alpha^2$ boxes $Y$ of width $w_1/4 < w(Y) \leq w_1/2$. Continuing this process we see that for each $k$, the number of boxes of $\mathcal{S}$ with a width larger than $w_1/2^k$ is at most $\alpha + \alpha^2 + \cdots + \alpha^k$, i.e. finite. Since $(w_1/2^k)_{k=1}^\infty$ is a null sequence it follows that, given any $\epsilon > 0$, there are only finitely many boxes $Y$ of $\mathcal{S}$ with $w(Y) \geq \epsilon$.

The lemma will have been proven when, given an $\epsilon > 0$, there exists a number $n_0$ such that $w(Y_n) < \epsilon$ for any $n \geq n_0$. Let us assume that there exists an $\epsilon > 0$ such that for any $n_0$ an $n \geq n_0$ exists with $w(Y_n) \geq \epsilon$. This means that a subsequence $(Y_{n_v})_{v=0}^\infty$ of $(Y_n)_{n=1}^\infty$ exists such that $w(Y_{n_v}) \geq \epsilon$ for $v = 0, 1, \ldots$. Since $Y_{n_v} \in \mathcal{S}$ and $\mathcal{S}$ contains only finitely many boxes $Y$ with $w(Y) \geq \epsilon$ we have a contradiction. □

With this lemma in mind the convergence properties of Alg. 2 can be shown almost without assumptions. One has only to choose an inclusion function $F$ of $f$ with the property

$$w(F(Y)) \to 0 \text{ as } w(Y) \to 0. \quad (3.12)$$

This is a very natural condition and to find such inclusions causes no problems at all, not even if $f$ is not explicitly given, which is for example the case if $f$ is recursively defined or defined via a numerical algorithm. Let $((Y_n, y_n))_{n=1}^\infty$ be again the sequence of pairs generated by Alg. 2. Then we have the following result:

**THEOREM 4** If the inclusion function $F$ for $f$ satisfies (3.12), then the sequence $(F(Y_n))_{n=1}^\infty$ converges to the global minimum $f^*$, i.e., the sequence $(y_n)_{n=1}^\infty$ converges to $f^*$ from below.

Proof. By the lemma, $w(Y_n) \to 0$ as $n \to \infty$. Thus, by (3.12), also $w(F(Y_n)) \to 0$ as $n \to \infty$. Since $f^* \in F(Y_n)$ for all $n$ by Theorem 3, $F(Y_n)$ and also $y_n = \text{lb} F(Y_n)$ tend to $f^*$. □
Contrary to Theorem 3, Theorem 4 holds only for continuous functions \( f \). The continuity of \( f \) is implied by the assumption (3.12). The convergence property of Alg. 2, however, is not lost if the continuity of \( f \) is dropped, but it is difficult to find a realistic termination criterion. If \( f \) is not continuous, then (3.12) has to be replaced by
\[
 w(F(Y)) - w(\Box f(Y)) \to 0 \text{ as } w(Y) \to 0. \tag{3.13}
\]
Since \( \Box f(Y) \) need not be a compact interval we use \( w(\Box f(Y)) \) to denote the width of the interval hull of \( \Box f(Y) \), which is the smallest compact interval that contains \( \Box f(Y) \). It is obvious that (3.12) and (3.13) are equivalent if \( f \) is continuous. The following assertion describes the convergence properties of Alg. 2 applied to discontinuous functions.

**THEOREM 5** If the inclusion function \( F \) for \( f \) satisfies (3.13) then the sequence \( (y_n)_{n=1}^{\infty} \) converges to \( f^* \) from below.

**Proof.** By the lemma, the sequence \( (w(Y_n))_{n=1}^{\infty} \) converges to 0. Thus, by (3.13), \( w(F(Y_n)) - w(\Box f(Y_n)) \to 0 \text{ as } n \to \infty \). From \( \Box f(Y_n) \subseteq f(Y_n) \) it follows that \( \inf \Box f(Y_n) - y_n \to 0 \text{ as } n \to \infty \). Together with \( y_n \leq f^* \leq \inf \Box f(Y_n) \), the assertion follows. \( \Box \)

Theorem 5 says that \( (y_n)_{n=1}^{\infty} \) converges to \( f^* \). However, the sequence \( (F(Y_n))_{n=1}^{\infty} \) need not converge to \( f^* \) as is the case in Theorem 4 since it is possible that the intervals \( F(Y_n) \) contain a jump of \( f \).

Although the sequence \( (w(Y_n))_{n=1}^{\infty} \) converges to zero, the sequence of leading intervals, \( (Y_n)_{n=1}^{\infty} \), need not converge in general. If \( x^* \) is the only global minimum point of \( f \) in \( X \) then \( \lim Y_n = x^* \). If there are several global minimum points the sequence \( (Y_n)_{n=1}^{\infty} \) can converge to one of them but in most cases there will be subsequences that converge to some of these minimum points.

Let us now turn to the behaviour of Alg. 2 with respect to \( X^* \), the set of global minimizers of \( f \) over \( X \). The set of accumulation points of the sequence \( (Y_n) \) is denoted by \( A \). More precisely, a point \( x \) belongs to \( A \), if \( x \) is an accumulation point of some sequence \( (\eta_n) \) with \( \eta_n \in Y_n \) for all \( n \). Obviously, \( X^* \) and \( A \) are compact subsets of \( X \).

**THEOREM 6** Let \( f \) be continuous and let \( w(F(Y)) \to 0 \text{ as } w(Y) \to 0 \). Then
(i) \( A \neq \emptyset \) (the set of accumulation points is non-empty),
(ii) \( A \subseteq X^* \) (that is, each accumulation point is a global minimum point),
(iii) \( d_o(Y_n, A) \to 0 \) as \( n \to \infty \).

**Proof.** (i) Let \( (\eta_n)_{n=1}^{\infty} \) be a sequence such that \( \eta_n \in Y_n \). Since \( Y_n \subseteq X \) and \( X \) is compact, that sequence has an accumulation point because of the Bolzano-Weierstrass theorem.

(ii) Let \( \bar{x} \) be an accumulation point of the sequence \( (\eta_n)_{n=1}^{\infty} \) with \( \eta_n \in Y_n \). Then there exists a subsequence \( (\eta_{k_n})_{n=1}^{\infty} \) which converges to \( \bar{x} \). Since \( \eta_{k_n} \in Y_{k_n} \) and since \( w(Y_n) \to 0 \) as \( n \to \infty \) (see Lemma 1), the corresponding subsequence \( (Y_{k_n}) \) also tends to \( \bar{x} \). Since \( f \) is continuous, we get \( \Box f(Y_{k_n}) \to f(\bar{x}) \). Since \( F(Y_n) \) tends to the global minimum, \( f^* \), see Theorem 4, and since \( \Box f(Y_{k_n}) \subseteq F(Y_{k_n}) \), it also follows that \( \Box f(Y_{k_n}) \to f^* \). Therefore, \( f(\bar{x}) = f^* \), that is, \( \bar{x} \in X^* \).

(iii) Since \( w(Y_n) \to 0 \), the assertion is equivalent to \( d_o(c_n, A) \to 0 \) as \( n \to \infty \) where \( c_n = \text{mid}(Y_n) \), that is the midpoint of \( Y_n \). In order to get a proof by contradiction, we assume that \( d_o(c_n, A) \) does not converge to 0. So an \( \epsilon > 0 \) and a subsequence \( (c_{k_n})_{n=1}^{\infty} \) of \( (c_n)_{n=1}^{\infty} \) exists such that \( d_o(c_{k_n}, A) = \min_{\bar{x} \in A} \| c_{k_n} - \bar{x} \|_2 \geq \epsilon \) for all \( n \). But \( (c_{k_n})_{n=1}^{\infty} \) is a sequence in a compact set, \( X \), and so has an accumulation point \( \bar{x} \in A \). \( \Box \)

**Remarks.** (1) If \( \bar{x} \) is the only global minimizer, then the sequence \( (Y_n) \) converges to \( \bar{x} \), since \( A = X^* = \{ \bar{x} \} \) by (i) and (ii) of Theorem 6 in this case.

(2) The sets \( A \) of accumulation points and \( X^* \) of global minimizers can be assumed to be equal from a practical point of view. The reason is that a point \( x^* \in X^* \) does not belong to \( A \) if and only if there exists an index \( n \) and a nonleading pair \( (Z_{ni}, z_{ni}) \) in \( L_n \) such that \( x^* \in Z_{ni} \) and \( f^* = z_{ni} \) and further, that \( Z_{ni} = Z_{mi_n} \) for all \( m > n \) and an appropriate position
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\[ i_m \in L_m \]. This means that the box \( Z_{ni} \) will never be further subdivided. These three conditions will practically almost never occur (at least, if trivial functions and sophisticated examples are excluded). The conditions mean that there exist other global minimum points \( \tilde{x} \) which determine the leading pairs \((Y_n, y_n)\) and where \( y_n < f^* = z_{ni} \) such that \( z_{ni} \) can never be leading. Nevertheless, the Lebesgue measure \( \lambda(X^* \setminus A) \) may be positive.

(3) Assertion (iii) of the theorem cannot be replaced by \( d(Y_n, A) \rightarrow 0 \). This would imply that \( d_o(A, Y_n) \rightarrow 0 \) which is only the case if \( A \) is a single point.

(4) No termination criteria exist for Algorithm 2 which are based on the distance between the global minimizers and their approximations by the leading intervals \( Y_n \).

(5) A result similar to assertion (ii) of Theorem 6 was derived by Benson (1982) who studied a prototype branch and bound algorithm under comparable assumptions.

3.5 Numerical Examples

The Moore-Skelboe Algorithm and its properties are tested first on two "bad" functions in order to demonstrate the superfluousness of frequently used assumptions for its application. Finally the effect of using different inclusion functions dealing with the six hump camel back function will be illustrated. The interested reader will find several further numerical results which are concerned with differentiable functions in Skelboe (1974), Asaithambi-Shen-Moore (1982).

The following examples which can be found in Ratschek (1985a) were calculated on an Apple IIe microcomputer equipped with a PASCAL-SC software system. The symbols which are used in the sequel mean:
\[ X = X_1 \times X_2 \]  
Basic domain (Step 1 of the algorithm).

\[ \epsilon \]  
Intended absolute accuracy (Termination criterion (3.6)).

\[ N \]  
Number of function evaluations of \( F \) till termination.

\((Y^*, y^*)\)  
Leading pair when terminating, \( Y^* = Y_1^* \times Y_2^* \).

\( y^* \)  
As just defined is a lower bound of the global minimum, \( f^* \).

\( \epsilon_0 \)  
Attained absolute accuracy which has been computed as minimum of the values \( f(x) - y^* \) for the 4 corners \( x \) of \( Y^* \). Thus, \( f^* - y^* \leq \epsilon_0 \).

\[ E \pm k \quad 10^{\pm k} \]

If the functions are not continuous the criterion used ((3.6)) does not guarantee a termination. Thus we added an emergency termination criterion as follows where the updated values \( \hat{y}_n = \max_{i=1, \ldots, n} y_i \), cf. Sec. 3.3, are used:

"If \( \hat{y}_n = \hat{y}_{n+20} \) then terminate."

This means that the computation stops if the updated lower bound has not been improved within 20 iterations.

**Example 1.** \( f(x_1, x_2) = \begin{cases} x_1 \sin(1/x_1) + x_2 | x_1 | & \text{if } x_1 \neq 0, \\ 0 & \text{if } x_1 = 0. \end{cases} \)

We are mainly interested in the case \( x_2 \geq 1 \) or where \( x_2 \) belongs to a neighborhood of 1, since the function

\[ f(x_1, 1) = x_1 \sin(1/x_1) + | x_1 | \]

has infinitely many global minimum points, and 0 which is itself a global minimum point is an accumulation point of the remaining global minimum points. The global minimum for \( f(x_1, 1) \) is 0. If \( x_2 \) is close to 1 then there are infinitely many local minimum points and most of the corresponding minimum values are close to zero.

We used the following inclusion function, defined for intervals \( Y_1, Y_2 \in I \),

\[ F(Y_1, Y_2) = \begin{cases} Y_1(\text{ISIN}(1/Y_1) + Y_2) & \text{if } Y_1 > 10^{-90}, \\ Y_1(\text{ISIN}(1/Y_1) - Y_2) & \text{if } Y_1 < -10^{-90}, \end{cases} \]
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\[ Y_1 = |Y_1| \cdot ((Y_2 - 1) \lor (Y_2 + 1)) \quad \text{otherwise.} \]

ISIN denotes the inclusion function of the sine function in PASCAL-SC; see Sec. 2.6.

\[ |Y_1| = \max \{|x_1| : x_1 \in Y_1\} \]

is the absolute value of an interval \( Y \), and \( U \lor V \) denotes the interval hull of two intervals or points, \( U \) and \( V \), that is, the smallest interval containing both \( U \) and \( V \). The absolute value of an interval and the convex hull are pre-declared functions in PASCAL-SC.

We applied the algorithm to \( F \) on four input boxes \( X \). The results are shown in Tables 3.1 and 3.2.

<table>
<thead>
<tr>
<th>( X_1 )</th>
<th>([0, 2])</th>
<th>([-100, 100])</th>
</tr>
</thead>
<tbody>
<tr>
<td>( X_2 )</td>
<td>([0.99999, 2])</td>
<td>([-100, 100])</td>
</tr>
<tr>
<td>( \epsilon )</td>
<td>(1E - 6)</td>
<td>(1E - 6)</td>
</tr>
<tr>
<td>( N )</td>
<td>72</td>
<td>68</td>
</tr>
<tr>
<td>( \epsilon_0 )</td>
<td>(5E - 10)</td>
<td>(1E - 8)</td>
</tr>
<tr>
<td>( y^* )</td>
<td>(-2.12211 \cdot 609E - 6)</td>
<td>(-9.99900 \cdot 1E + 3)</td>
</tr>
<tr>
<td>( Y_1^* )</td>
<td>([2.1220, 2.1222]E - 1)</td>
<td>([0.99609, 1.0E + 2])</td>
</tr>
<tr>
<td>( Y_2^* )</td>
<td>([9.9999, 9.99994]E - 1)</td>
<td>([-1.0, -0.99609]E + 2)</td>
</tr>
</tbody>
</table>

Table 3.1.
Ch. 3: Global Unconstrained Optimization

| \(X_1\) | \([0, 1]\) | \([0, 1]\) |
| \(X_2\) | \([1, 1.00000001]\) | \([1, 100]\) |
| \(\epsilon\) | \(1E - 6\) | \(1E - 6\) |
| \(N\) | 240 | 40 |
| \(\epsilon_0\) | \(1.3E - 7\) | 0.0 |
| \(y^*\) | 0.0 | 0.0 |
| \(Y_1^*\) | \([2.12158, 2.12281]\) \(E - 1\) | \([0.0, 0.25]\) |
| \(Y_2^*\) | \([1.0, 1.00000001]\) | \([1.0, 1.38672]\) |

Table 3.2.

The last test in Table 3.2 shows a number \(N\) of inclusion function evaluations of only 40 where the minimum \(f^* = 0\) is determined exactly because of

\[
f^* \in [y^*, y^* + \epsilon_0] = [0, 0].
\]

This result may seem surprising; however, it is not since it was caused by the emergency termination criterion described previous to this example, i.e. the lower bounds \(\tilde{y}_k = 0\) did not change during a certain number of iterations.

**Example 2.** \(f(x_1, x_2) = 2 + x_1 - [10x_1]/10 + x_2 - [10x_2]/10 - \cos \sqrt{[|10x_1|]/10^2 + ([10x_2]/10)^2} \) if \(x_1, x_2 \geq 0\), where \([r]\) denotes the largest integer smaller than or equal to the real number \(r\). \([r]\) can be programmed via the standard function trunc in a programming language if \(r \geq 0\); for example, \([3.5]\) = 3.

The function \(f\) is discontinuous if \(x_1 = 0.1, 0.2, 0.3\), etc., or if \(x_2 = 0.1, 0.2, 0.3\), etc. This means that there are orbits of discontinuous points in both coordinate directions. The points \((x_1, x_2) = (k/10, l/10)\) are local minimum points if \(k, l = 1, 2, 3\), etc. The only global minimum point is \((0, 0)\) and the global minimum of \(f\) is \(f^* = 1\).

We used the following inclusion functions, defined for intervals \(Y_1 = \)
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\[ [y_{11}, y_{12}] \in \mathbf{I} \text{ and } Y_2 \in \mathbf{I}, \ y_{11} \geq 0, \min Y_2 \geq 0, \]
\[ G(Y_1) = \begin{cases} Y_1 & \text{if } [10y_{11}] = [10y_{12}], \\ [0, 1/10] & \text{otherwise,} \end{cases} \]
\[ H(Y_1) = y_{11}^2 \vee y_{12}^2, \]
\[ F(Y_1, Y_2) = 2 + G(Y_1) + G(Y_2) - \text{ICOS(ISQRT (H(Y_1) + H(Y_2))/10}). \]

\(G\) is an inclusion function for \(x_1 - [10x_1]/10 \text{ if } x_1 \geq 0, \text{ and } H\) is an inclusion function for \([10x_1]^2\). The functions ICOS, ISQRT are inclusion functions for \(\cos, \sqrt{\cdot}\) which are predefined in PASCAL-SC. Thus, \(F\) is an inclusion function for \(f\).

\[
\begin{array}{c|c}
X_1 & [0, 1] \\
X_2 & [0, 1] \\
\epsilon & 1E - 6 \\
\end{array}
\]

\[
\begin{array}{c|c}
N & 82 \\
\epsilon_0 & 2E - 11 \\
y^* & 9.9999999E - 1 \\
Y_1^* & [0.0, 3.90625]E - 3 \\
Y_2^* & [0.0, 3.90625]E - 3 \\
\end{array}
\]

Table 3.3.

Table 3.3 shows that Alg. 2 had no difficulties at all when applied to this example.

Example 3. The six hump camel back function is given by
\[
f(x_1, x_2) = 4x_1^2 - 2.1x_1^4 + \frac{1}{3}x_1^6 + x_1x_2 - 4x_2^2 + 4x_2^4.\]

Since \(f\) is a polynomial and thus infinitely often differentiable one ought to solve the problem using accelerating devices as discussed in the sequel. We nevertheless took \(f\) as an example, since we wish to compare
two different inclusion functions for \( f \). The first one is

\[
F(Y_1, Y_2) = Y_1^2(4 + Y_1^2(-2.1 + \frac{1}{3}Y_1^2)) + 4Y_2^2(Y_2^2 - 1) + Y_1Y_2
\]

where \( Y_1^2 = \{y^2_i : y_i \in Y_1\} \). We note that \( Y_1^2 \neq Y_1 \) if \( Y_1 \) is formed as the interval product of \( Y_1 \) by itself using the product rule; however, \( Y_1^2 \subseteq Y_1 \) is always valid. The second inclusion function is

\[
G(Y_1, Y_2) = f(c_1, c_2) + f_1(c_1, c_2)(Y_1 - c_1) + f_2(c_1, c_2)(Y_2 - c_2)
+ H_1(Y_1, Y_2)(Y_1 - c_1)^2/2 + H_2(Y_1, Y_2)(Y_2 - c_2)^2/2
+ (Y_1 - c_1)(Y_2 - c_2)
\]

where \( c_1 \) and \( c_2 \) denote the midpoints of the intervals \( Y_1 \) and \( Y_2 \), resp., \( f_1, f_2 \) are the components of \( f' \), and

\[
H_1(Y_1, Y_2) = 8 + Y_1^2(-25.2 + 10Y_1^2),
H_2(Y_1, Y_2) = -8 + 48Y_2^2.
\]

\( G \) arises by developing \( f \) as a Taylor polynomial of second order and by replacing several parts with inclusion functions. Thus \( G \) is a Taylor-form of second order, cf. Sec. 2.7. In Table 3.4 the difference between \( F \) and \( G \) is first illustrated by evaluating them at a few arguments. Since \( G \) is quadratically convergent (see Sec. 2.7) one may expect better results with small arguments.

| \( Y_1 \) | \([-2.5, 2.5]\) | \([-0.5, 0.5]\) | \([0.99, 1.01]\) | \([8.0, 9.0])E - 2\) |
| \( Y_2 \) | \([-1.5, 1.5]\) | \([-0.5, 0.5]\) | \([0.99, 1.01]\) | \([-7.2, -7.1])E - 1\) |
| \( F(Y_1, Y_2) \) | \([-70, 40]\) | \([-1.25, 1.25]\) | \([3.04, 3.43]\) | \([-1.068, -0.995]\) |
| \( w[F(Y_1, Y_2)] \) | 110 | 2.5 | 0.39 | \(7.2E - 2\) |
| \( G(Y_1, Y_2) \) | \([-480, 870]\) | \([-1.25, 1.75]\) | \([3.11, 3.36]\) | \([-1.032, -1.031]\) |
| \( w[G(Y_1, Y_2)] \) | 1350 | 3.0 | 0.25 | \(1.2E - 3\) |

Table 3.4.
Convergence Speed of the Moore-Skelboe Algorithm

The following numerical test shows the different results when $F$ and $G$ were used to reach an accuracy of only $10^{-1}$. Demanding an accuracy of $10^{-6}$ was too much for $F$; we had stack overflow at about 1800 evaluations of $F$ because the list L became too long.

\[
\begin{array}{|c|c|c|}
\hline
F & G & G \\
\hline
X_1 & [-2.5, 2.5] & [-2.5, 2.5] \\
X_2 & [-1.5, 1.5] & [-1.5, 1.5] \\
\epsilon & 1E - 1 & 1E - 1 & 1E - 6 \\
\hline
N & 1236 & 244 & 664 \\
\epsilon_0 & 4.9E - 2 & 4.2E - 2 & 1.9E - 7 \\
y^* & -1.0799 & -1.0472 & -1.031628585 \\
Y_1^* & [-0.977, 1.172]E - 1 & [0.0, 1.563]E - 1 & [8.972, 9.003]E - 2 \\
\hline
\end{array}
\]

Table 3.5.

3.6 Convergence Speed of the Moore-Skelboe Algorithm

We now begin to investigate the convergence speed of the Moore-Skelboe algorithm. It will be shown in this section that Alg. 2, i.e. the convergence order of the sequence $(y_n)$ where $y_n = \ln F(Y_n)$, can be as slow as possible although the inclusion functions used are of arbitrarily high order (for a definition see Sec. 2.7). In the next section, we concentrate on isotone inclusion functions (as defined in the sequel) and show that the convergence order of the sequence $(y_n)$ is reasonable if Alg. 2 is applied to isotone inclusion functions.
Formulas for the convergence order are unrealistic in most of the cases since the formulas have to consider the worst possible case. Thus, investigations of convergence order are called "worst case analysis". Practically, the worst case will not occur - the more, since Alg. 2 and also the other algorithms described in this book will be combined with accelerating devices. These devices will not influence the worst case analysis of the convergence speed since one can always construct examples such that the devices do not apply.

If one compares our results with the convergence order of typical methods for solving nonlinear problems one has to keep in mind that these methods are global methods and that the typical methods offering superlinear or quadratic convergence are local methods. We do not know any other global method which does not depend exponentially on the dimension, which means that the error of the $n$-th approximate is of the form $O(n^{-cm})$ where $c$ is a constant and $m$ the dimension. Thus, the relatively slow speed of the algorithms presented in our book is caused by the global approach and not by the use of interval tools. Furthermore in order to have at least the exponential order, one has to use isotone inclusion functions. This forms the content of this and the next section. We also learn in the next section that, practically, the average order is between polynomial and exponential order.

For technical, i.e. for arithmetic, reasons we start the counting of the lists generated by Alg. 2 by 0 (the formulas then look nicer) in this and the following section. Thus the starting list is $L_0$ consisting of $(y_0, y_0) = (z_{01}, z_{01})$. For this reason, the list $L_n$ has not only $n$ pairs, but $n + 1$ pairs,

$$L_n = ((z_{nv}, z_{nv}))_{v=1}^{n+1}$$

since the counting of the pairs which is done by the second subscript, $v$, starts - as in the former sections - by 1.

Before we start, the reader should be reminded that an inclusion function $F : I(X) \rightarrow I$ for $f : X \rightarrow R$ is called of order (also: convergence order) $\alpha > 0$ if

$$w(F(Y)) - w(\Box f(Y)) = O(w(Y)^\alpha) \text{ for all } Y \in I(X),$$

that is, if there exists a constant $c$ such that

$$w(F(Y)) - w(\Box f(Y)) \leq cw(Y)^\alpha \text{ for all } Y \in I(X). \quad (3.14)$$
$F$ is called isotone if $Y \subseteq Z$ implies $F(Y) \subseteq F(Z)$ for all $Y, Z \in \mathbf{I}(X)$.

Again, let $(y_n)$ be the sequence of (leading) lower bounds if Alg. 2
is applied to $X$ and $F$.

**Lemma 2** If $F$ is isotone the sequence $(y_n)$ is monotonically increasing.

*Proof.* Let us consider the list $L_n = ((z_{nv}, z_{nv}))_{v=1}^{n+1}$ with

$$y_n = z_{n1} \leq z_{n2} \leq \ldots \leq z_{n, n+1}.$$ 

The bisection of $Y_n = Z_{n1}$ with $Y_n = V_1 \cup V_2$ gives new lower bounds $v_1 = \text{lb} F(V_1)$ and $v_2 = \text{lb} F(V_2)$. Since $F$ is isotone we get

$$y_n \leq v_1, \quad y_n \leq v_2.$$ 

From the way $L_{n+1}$ is constructed the leading value $y_{n+1}$ is the smallest value of $z_{n2}, v_1$ and $v_2$. Since these 3 values are larger than or equal to $y_n$, we also have $y_n \leq y_{n+1}$. □

We show that our problem can be transformed to a simpler problem. Let $X \in \mathbf{I}^m$ and $f : X \to \mathbb{R}$ again be given. The function $f$ need not be continuous; however, we assume that $f$ has a global minimum $f^*$ in $X$. Let $F$ be an inclusion function for $f$. Instead of considering $f$ and $F$ we will consider the constant function $h : X \to \mathbb{R}$ with $h(x) = f^*$ for all $x \in X$, and

$$H(Y) = \begin{cases} \text{lb} F(Y) + w(F(Y)) - w(\square f(Y)) & \text{if } F(Y) \leq f^* \\ f^*, f^* + w(F(Y)) - w(\square f(Y)) & \text{otherwise.} \end{cases}$$

Let $\mathbb{N}$ be the set of nonnegative integers.

**Lemma 3** For any $c, \alpha > 0$ we have $w(F(Y)) - w(\square f(Y)) \leq cw(Y)^\alpha$ for all $Y \in \mathbf{I}(X)$ iff $w(H(Y)) - w(\square h(Y)) = w(H(Y)) \leq cw(Y)^\alpha$ for all $Y \in \mathbf{I}(X)$. That is, $F$ and $H$ have the same order. □

**Lemma 4** If $F$ is isotone then $F$ and $H$ generate the same sequence of lower bounds, $(y_n)$, when Alg. 2 is applied.
Proof. Let \( L_n = ((Z_{n0}, \tilde{z}_{n0}))_{n=1}^{n+1} \) with \( Z_{n1} = Y_n, \tilde{z}_{n1} = y_n \) for \( n \in \mathbb{N} \) be the lists generated by \( F \) and let \( \tilde{L}_n = ((\tilde{Z}_{n0}, \tilde{z}_{n0}))_{n=1}^{n+1} \) with \( \tilde{Z}_{n1} = Y_n, \tilde{z}_{n1} = \tilde{y}_n \) for all \( n \in \mathbb{N} \) be the lists generated by \( H \). Let \( \gamma_n \) be the number of pairs \((Z_{ni}, \tilde{z}_{ni})\) of \( L_n \) with \( \tilde{z}_{ni} < f^* \). Let \( \tilde{\gamma}_n \) be defined analogously.

Let us look at some properties of \( F \) and \( H \). If \( \gamma_k = 0 \) for some \( k \), that is, \( y_k = f^* \), then \( y_n = f^* \) and \( \gamma_n = 0 \) for all \( n \geq k \). This is due to the monotonicity of the sequence \((y_n)\) verified in Lemma 2. The corresponding inclusion function \( H \) need not be isotone. If, however, \( \text{lb} H(Z) = f^* \) for some box \( Z \) then \( \text{lb} H(V) = f^* \) for each subbox \( V \) of \( Z \). This also results from the isotonicity of \( F \). Therefore, if \( y_k = f^* \) for some \( k \) then, considering the order of \( \tilde{L}_k \), we get \( \tilde{z}_{ki} = f^* \) for all \( i \). Further, the bisection \( \tilde{Y}_k = \tilde{V}_1 \cup \tilde{V}_2 \) produces lower bounds \( \tilde{v}_j = \text{lb} H(\tilde{V}_j) = f^* \) for \( j = 1, 2 \) such that finally \( \tilde{z}_{ni} = f^* \) for all \( n \geq k \) and all \( i \). That is, if \( \tilde{\gamma}_k = 0 \) for some \( k \) then \( \gamma_n = 0 \) for \( n \geq k \).

We will now prove by induction on the list index \( n \) that

(i) \( \gamma_n = \tilde{\gamma}_n \),

(ii) \((Z_{ni}, \tilde{z}_{ni}) = (\tilde{Z}_{ni}, \tilde{z}_{ni})\) for \( i \leq \gamma_n \),

(iii) \( y_n = \tilde{y}_n = f^* \) if \( \gamma_n = 0 \).

The lemma will then follow from these items. If \( n = 0 \) then (i), (ii), (iii) are obvious. Let us assume (i) to (iii) to be true for some \( n \). If \( \gamma_n = \tilde{\gamma}_n \neq 0 \) then \( Y_n = V_1 \cup V_2 = \tilde{Y}_n = \tilde{V}_1 \cup \tilde{V}_2 \) where the boxes arising by bisection are equal, \( v_j = \tilde{V}_j \) for \( j = 1, 2 \). Let \( v_j = \text{lb} F(V_j) \) and let \( \tilde{v}_j = \text{lb} H(\tilde{V}_j) \). After \((Y_n, y_n)\) and \((\tilde{Y}_n, \tilde{y}_n)\) have been discarded from the list, \((V_j, v_j)\) and \((\tilde{V}_j, \tilde{v}_j)\) are inserted at positions that depend on the size of \( v_j, \tilde{v}_j \) and on the manner by which Alg. 2 handles the order when some values are equal. If \( v_j < f^* \) then \( v_j = \tilde{v}_j \) and the pairs \((V_j, v_j)\) and \((\tilde{V}_j, \tilde{v}_j)\) enter the lists at the same position. If \( v_j \geq f^* \) then \( \tilde{v}_j = f^* \) and the corresponding pairs need not enter the lists at the same position. In any case, \( \gamma_{n+1} = \tilde{\gamma}_{n+1} \) where \( \gamma_{n+1} \) can take one of the values \( \gamma_n - 1, \gamma_n, \) or \( \gamma_n + 1 \). If \( \gamma_n = \tilde{\gamma}_n = 0 \) then \( \gamma_{n+1} = \tilde{\gamma}_{n+1} = 0 \) and \( y_{n+1} = \tilde{y}_{n+1} = f^* \) due to the properties of \( F \) and \( H \) mentioned above. □
We shall show that the convergence of the sequence \((y_n)\) can be arbitrarily slow even though the convergence order of \(F\) is arbitrarily high, and even though \(F\) is assumed to satisfy

\[ w(F(Y)) \leq cw(Y)^{a} \text{ for any } Y \in I(X) \]  

for some \(a, c > 0\) instead of (3.14). Condition (3.15) is much stronger than (3.14). The reason for this behavior is that the sequence \((w(Y_n))\) can converge so slow that a high order of \(F\) cannot restore a reasonable convergence order of \((y_n)\).

It is first necessary to develop some technical preliminaries. For example, we provide an appropriate expression so that the sequences \((y_n)\) generated by Alg. 2 will have an arbitrarily slow speed of convergence. Let \(S\) be a collection of convergent sequences \((y_n)_{n=0}^{\infty}\), where \(y_n \to y^*\), say. Let \(S_0\) be the corresponding collection of null-sequences \((y_n - y^*)_{n=0}^{\infty}\) for \((y_n)_{n=0}^{\infty}\) belonging to \(S\). Let now \((x_n)\) be some given null-sequence (not necessarily belonging to \(S\)) and let \(\hat{x}_n = \max_{v \geq n} |x_v|\).

We say that \(S\) has the convergence order of \((x_n)\) iff for any sequence \((y_n) \in S_0\) a \(\rho > 0\) exists such that \(|y_n| < \rho \hat{x}_n\) for all \(n \in N\). This means that \(|y_n| = \mathcal{O}(\hat{x}_n)\). (If \(|x_n|\) instead of \(\hat{x}_n\) is used in this definition then difficulties could arise if zeros occur in the sequence.)

If there is no null-sequence having the convergence order of \(S\) then we say that \(S\) converges arbitrarily slowly. Since \(S\) has the convergence order of \((x_n)\) iff \(S\) has the convergence order of \((\hat{x}_n)\) and since \((\hat{x}_n) \not\leq 0\) (that means that \((\hat{x}_n)\) is a monotonically decreasing null-sequence), we can restrict ourselves to monotonically decreasing null-sequences \((x_n)\) as test sequences. A few logical and analytical rearrangements which will not be repeated here lead to the following lemma:

**Lemma 5** \(S\) converges arbitrarily slowly iff given any null-sequence \((x_n) \not\leq 0\), a sequence \((y_n) \in S\) with a subsequence \((y_{n_k})_{k=0}^{\infty}\) can be found such that \(|y_{n_k}| \geq kx_{n_k}\) holds for any \(k \in \mathbb{N}\). □

The following assertion is also obvious:

**Lemma 6** If \((x_n) \not\leq 0\) then a subsequence \((x_{n_k})_{n=1}^{\infty}\) exists such that \((nx_{n_k})_{n=1}^{\infty} \not\leq 0\). □
For technical reasons in the proof, we introduce a property \( P \) that is sufficient for \( S \) to be arbitrarily slow: We say that \( S \) has property \( P \) if for any positive reals \( a, c \) and any increasing sequence of positive integers, \( \{s_k\}_{k=1}^\infty \), a sequence \( \{y_n\} \in S \) can be found such that, for any positive integer \( k \), an integer \( t_k \geq s_k \) exists so that \( |y_{t_k}| \geq c2^{-ka} \).

**Lemma 7** If \( P \) holds for \( S \) then \( S \) converges arbitrarily slowly.

**Proof.** The assertion is shown via Lemma 5: Let \( \{x_n\} \downarrow 0 \) be given. Then, by Lemma 6, a sequence of indices \( \{v_k\}_{k=1}^\infty \) exists, so that \( \{kx_{v_k}\}_{k=1}^\infty \downarrow 0 \). Let \( \alpha, c > 0 \) be chosen arbitrarily, and set \( \xi_k = c2^{-ak} \). Then \( \{\xi_k\}_{k=1}^\infty \downarrow 0 \). Since \( \{kx_{v_k}\} \) is also a null-sequence it has a subsequence which is majorized by \( \{\xi_k\}_{k=1}^\infty \). That is, there exists a subsequence \( \{m_k\}_{k=1}^\infty \) of \( \{v_k\}_{k=1}^\infty \) so that \( \xi_k \geq lx_{m_k} \) and \( m_k = v_l \), where \( l \) depends on \( k \). That is, we have \( m_k \geq v_k \) and \( l \geq k \). Set \( s_k = m_k \) for any \( k \). Then, by \( P \), a sequence \( \{y_n\} \in S_0 \) exists such that for each \( k \geq 1 \) some \( t_k \geq s_k \) can be found with \( |y_{t_k}| \geq \xi_k \). The sequence \( \{y_n\} \) and its subsequence \( \{y_{t_k}\} \) are then the sequences required for applying Lemma 4, since we have

\[
\xi_k \geq lx_{m_k} = lx_{s_k} \geq lx_{t_k} \geq kx_{t_k}.
\]

Let us now turn to the main result of this section, which is that Alg. 2 may approach its solution, that is, the global minimum arbitrarily slowly.

Let \( X \in I^m \) and \( \alpha, c > 0 \) be given. Let \( S \) be the set of all sequences of lower bounds \( \{y_n\}_{n=0}^\infty \), which are generated by applying Alg. 2 to functions \( f : X \to \mathbb{R} \) and their inclusion functions \( F : I(X) \to I \) satisfying (3.15). The functions \( f \) are therefore continuous, the inclusion functions are of order \( \alpha \) and satisfy the condition \( w(F(Y)) \to 0 \) as \( w(Y) \to 0 \), and thus all the sequences \( \{y_n\} \) converge by Theorem 5.

**Theorem 7** If \( S \) is the sequence set defined above then \( S \) converges arbitrarily slowly.

**Proof.** Without loss of generality, we choose \( X = [0, 1] \). This implies \( m = 1 \). We apply Alg. 2 to the constant function \( f(x) = 0 \) for \( x \in X \).
Thus, $S = S_0$. We will show that $S$ has property (P). Then the theorem follows by Lemma 7.

Let $U_k = [1 - 2^{-k}, 1]$ and $x_k = c^{-k\alpha}$ for positive integers $k$. Let $(s_k)_{k=1}^{\infty}$ be an increasing sequence of positive integers. An inclusion function satisfying (3.15) is

$$F(Y) = [-c2^{-\alpha(s_k + \frac{1}{2})}, 0] \text{ if } Y = U_k \text{ for some } k > 0$$

$$= [-cw(Y)^\alpha, 0], \text{ otherwise.}$$

We will show that $S^*$ satisfies (P) where $S^*$ consists only of the sequence of lower bounds generated by $F$. Then (P) holds also for $S$ since $S^* \subseteq S$.

We first consider the case $k = 1$, that is $s_k = s_1, t_k = t_1$. We get $Y_0 = X, y_0 = -c$. Then $Y_0$ is bisected into $Y_1 = [0, 2^{-1}]$ and $U_1 = [2^{-1}, 1]$. Furthermore, we have $y_1 = -c2^{-\alpha}$ and $u_1 := \text{lb} F(U_1) = -c2^{-\alpha(s_1 + \frac{1}{2})} > y_1$. Now Alg. 2 induces a uniform subdivision of $Y_1$ in subboxes $Y \subseteq Y_1$ as long as $y = \text{lb} F(Y) > u_1$. The last box $Y$ with $y < u_1$ has width $w(Y) = 2^{-s_1}$, and thus $y = -c2^{-\alpha s_1}$. This box shall be indexed by $t_1 - 2$. That is, $t_1$ can be explicitly counted or determined. The leading box of the subsequent list is $Y_{t_1-1} = U_{1} = [2^{-1}, 1]$ with $y_{t_1-1} = u_1 = -c2^{-\alpha(s_1 + \frac{1}{2})}$. Then $U_1$ is bisected into $U_{11} = [\frac{1}{2}, \frac{3}{4}]$ and $U_{12} = U_2$ with $u_{11} = \text{lb} U_{11} = -c2^{-2\alpha}$ and $u_{12} = \text{lb} U_{12} = -c2^{-\alpha(s_1 + \frac{1}{2})}$. Thus, $Y_{t_1} = U_{11}$ and $y_{t_1} > x_{t_1}$. Since $t_1 - 2$ is the number of all intervals having the right endpoints smaller than or equal to $\frac{1}{2}$ and which have been generated from $X$ by applying at most $s_1$ bisections ($X$ included), we have $t_1 > s_1$.

Let us now assume that we have already determined $t_{k-1} \geq s_{k-1}$ where $k \geq 2$. In order to get $t_k \geq s_k$ we choose the index $t_k$ so that $Y_{t_k-1} = U_k$. This means that $Y_{t_k-2}$ is the last leading box which arises from $X$ using $s_k$ bisections. Therefore $y_{t_k-1} = -c2^{-\alpha(s_k + \frac{1}{2})}$, and $Y_{t_k-1}$ is bisected into

$$U_{k1} = Y_{t_k} = [1 - 2^{-k}, 1 - 2^{-k-1}], \ U_{k2} = [1 - 2^{-k-1}, 1],$$

where $| y_{t_k} | = c2^{-\alpha(k+1)} > c2^{\alpha k} = x_k$. Since $t_k - 2$ is larger than the number of all boxes $Y$ which satisfy $\text{ub} \ Y \leq \sum_{v=1}^{k} 2^{-v}$ and arise from $X$ using at most $s_k$ bisections we get $t_k > s_k$. \(\square\)
3.7 Convergence Speed with Isotone Inclusion Functions

In Sec. 3.6 we have seen that the Moore-Skelboe algorithm can be arbitrarily bad if the inclusion functions are only restricted by order conditions. In this section it is shown that the use of isotone inclusion functions leads to reasonable convergence results. First some technical properties are derived that are needed for the main results. That is, in order to make assertions about the convergence order of Alg. 2 we have to study the worst possible case as mentioned in Sec. 3.6.

We begin by showing that isotone inclusion functions causing a uniform subdivision of $X$ give the slowest possible approach to $f^*$. For that reason, two inclusion functions $F$ and $G$ for $f$ are compared. We assume that $F$ and $G$ have been transformed from isotone inclusion functions of order $\alpha$ by the simplification process described in Sec. 3.6. According to Lemma 3, the constant function $f(x) = 0$ for all $x \in X$ can be considered. Thus, $f^* = 0$ and $w(\square f(Y)) = 0$ for all $Y \in I(X)$. We set

$$F(Y) = [-cw(Y)^\alpha, 0] \quad \text{for} \quad Y \in I(X)$$

whereas $G : I(X) \to I$ is assumed to satisfy

$$w(G(Y)) \leq cw(Y)^\alpha \quad \text{for} \quad Y \in I(X).$$

The algorithm applied to $F$ and $G$ generates lists that shall be denoted by

$$L_n = ((z_{n1}, \ldots, z_{nm}))_{n=1}^{n+1} \quad \text{for} \quad F,$$

$$\overline{L}_n = ((\overline{z}_{n1}, \ldots, \overline{z}_{nm}))_{n=1}^{n+1} \quad \text{for} \quad G.$$

We set $Y_n = z_{n1}$, $\gamma_n = \text{lb}F(Y_n)$, $\overline{Y}_n = \overline{z}_{n1}$, $\overline{\gamma}_n = \text{lb}G(\overline{Y}_n)$. We have

$$(\gamma_n) \nearrow f^* \quad \text{and} \quad (\overline{\gamma}_n) \nearrow f^* \quad \quad (3.16)$$

which follows from Lemma 4 or, in case of $F$, from the isotonicity of $F$ directly. The notation $(\gamma_n) \nearrow f^*$ shall mean $(\gamma_n)$ is a monotonically increasing sequence converging to $f^*$.

Considering $F$ and $G$, it seems self-evident that $F$ leads to a worse convergence approach to $f^*$ than $G$. A proof is, however, necessary
since it cannot be excluded in advance that for some $n$ or several $n$ or
inﬁnitely many $n$,

$$
\bar{y}_n < y_n,
$$

which could arise if $Y_n$ is small and $\bar{Y}_n$ is large.

**Lemma 8** Let $F$, $G$ and the lists $L_n, \bar{L}_n$ be as defined above. Then
$y_n \leq \bar{y}_n$ for all $n$.

Proof. It is assumed that $c = \alpha = 1$ without restricting the gener-
ality. We use mathematical induction with respect to the list indices
$n$. The case $n = 0$ is obvious. Let us now assume that

$$
y_k \leq \bar{y}_k \text{ for all } k \leq n
$$

(3.17)

holds. We have to show that $y_{n + 1} \leq \bar{y}_{n + 1}$. Two cases are to be dis-
tinguished:

(i) $w(Y_n) = w(Y_{n + 1})$,

(ii) $w(Y_{n + 1}) < w(Y_n)$.

Case (i) implies $y_{n + 1} = y_n$. Again by (i) and by (3.16) we get

$$
y_{n + 1} = y_n \leq \bar{y}_n \leq \bar{y}_{n + 1},
$$

which proves the assertion in case (i). For dealing with (ii) let $(w_v)_{v=0}^\infty$
denote the decreasing ordered sequence of different box widths that oc-
cur in the bisection process of $X$. Thus, for example, $w_0 = w(X), w_1 =
\frac{w(X)}{2},$ etc. At any bisection of a box $Y = V_1 \cup V_2$ with $w(Y) = w_v$, we
find that $w(V_1) = w(V_2)$ which is equal to $w_v$ or $w_{v + 1}$. If $w(V_1) = w_{v + 1}$
we call $V_1$ a fresh box. Conversely, if $V$ arises by bisection from $Y$, and
$w(V) = w_v$, then $w(Y) = w_{v - 1}$ if $V$ is fresh, $w(Y) = w_v$ otherwise. (ii)
is now equivalent to the existence of a $v$ such that only boxes of widths
$w_v$ and $w_{v + 1}$ occur in $L_n$, and all boxes of $L_{n + 1}$ are of width $w_{v + 1}$ and
fresh. That is,

\[
\begin{align*}
L_n : \quad & y_n = -w_v < z_{n+2} = \ldots = z_{n,n+1} = -w_{v+1}, \\
L_{n+1} : \quad & y_{n+1} = z_{n+1,2} = \ldots = z_{n+1,n+2} = -w_{v+1}.
\end{align*}
\]
We will show that the assumption

$$y_{n+1} > \overline{y}_{n+1}$$  \hspace{1cm} (3.19)

leads to a contradiction. (3.19) implies \( w(\overline{Y}_{n+1}) > w(Y_{n+1}) = w_v \). According to the properties of the widths-sequence, it follows that

$$w(\overline{Y}_{n+1}) \geq w_v.$$  

Thus, \( \overline{Y}_{n+1} \) was obtained from \( X \) by fewer bisections than each box of \( L_{n+1} \); see (3.19). Since \( L_{n+1} \) and \( \overline{L}_{n+1} \) are obtained by the same number of bisections, at least one box of \( \overline{L}_{n+1} \), say \( \overline{V} \), is obtained from \( X \) by more bisections than each box of \( L_{n+1} \). Since each box of \( L_{n+1} \) has suffered from the same number of bisections, we have either \( w(\overline{V}) = w_v \) or \( w(\overline{V}) = w_{v+1} \), but in this second case, \( \overline{V} \) is not fresh. If \( \overline{V} \) is obtained by (one) bisection of some box \( \overline{U} \) of some former list, we have

$$w(\overline{U}) \leq w_{v+1}.$$  

If \( \overline{u} = \text{lb} G(\overline{U}) \), then

$$\overline{u} \geq -w_{v+1} = y_{n+1}.$$

Further, because of (3.19), we have

$$\overline{y}_{n+1} < y_{n+1} \leq \overline{u}$$

and finally, by (3.16),

$$\overline{y}_k < \overline{u} \text{ for all } k \leq n+1.$$  

This implies that \( \overline{U} \) has never been a leading box, which would have been necessary to get \( \overline{U} \) bisected as was assumed. This provides the contradiction. \( \square \)

In order to further narrow down the worst possible convergence case we show that among all boxes of constant width, cubes yield the slowest convergence if Alg. 2 is applied and the worst isotone inclusion function - see the previous lemma - is used. For this purpose, let \( \overline{X} \in I^m \), \( w(\overline{X}) = 1 \) and \( X = [0,1]^m \). Let further \( G : I(\overline{X}) \to I \) and \( F : I(X) \to I \) be defined formally by the same expression

$$G(Y) = F(Y) = [-cw(Y)^a, 0].$$
Thus, $F$ and $G$ are both isotone inclusion functions for the constant function $f(x) = 0$. The lists relating to $F$ and $G$ shall be denoted by $L_n = ((Z_{ni}, z_{ni}))_{i=1}^{n+1}$ and $\Gamma_n = ((\overline{Z}_{ni}, \overline{z}_{ni}))_{i=1}^{n+1}$, respectively, and we set $Y_n := Z_{n1}, y_n := z_{n1}, \overline{Y}_n := \overline{Z}_{n1}$, and $\overline{y}_n := \overline{z}_{n1}$. It is necessary to make Alg. 2 more precise. The order of the lists is regulated by Step 10 of the algorithm. If Step 10 cannot decide uniquely on the ordering then the box of larger width shall precede the box of smaller width. If this does not result in a decision then that box shall precede which has the larger edge-widths sum.

**Lemma 9** Under the above conditions $y_n \leq \overline{y}_n$ holds for all $n \in \mathbb{N}$.

**Proof.** It is shown that for any $n \in \mathbb{N}$ an $i \in \mathbb{N}$ exists such that the relations

\[
\overline{Y}_n = \overline{Z}_{n2} = \ldots = \overline{Z}_{ni} \supseteq \overline{Z}_{n,i+1} = \ldots = \overline{Z}_{n,n+1},
\]

\[
Y_n = Z_{n2} = \ldots = Z_{ni} \supseteq Z_{n,i+1} = \ldots = Z_{n,n+1},
\]

\[
\overline{Y}_n \subseteq Y_n, \quad \overline{Z}_{n,i+1} \subseteq Z_{n,i+1}
\]

hold. $A = B$ or $A \subseteq B$ mean equality or inclusion after an appropriate motion of $A$ or $B$. If mathematical induction is applied then the relations are obvious. Then, Lemma 9 follows immediately. $\square$

We can now give sharp upper bounds for the convergence order of Alg. 2 under the assumption that the inclusion functions are isotone.

Let again $X \in \mathbb{T}^n$, $f : X \to \mathbb{R}$ and let $F : \mathbf{I}(X) \to \mathbf{I}$ be an inclusion function for $f$. Furthermore let $\omega = w(X)$. Let $(Y_n, y_n)$ denote the leading pairs if the algorithm is applied to $F$ and $X$.

The following theorem shows that Alg. 2 renders convergence to $f^*$ of the order of the sequence $(n^{-\alpha/m})_{n=0}^\infty$ if $\alpha$ is the order of the inclusion function. One may notice that the slowness of the algorithm caused when the dimension $m$ is higher can be compensated – at least theoretically – by using a higher order inclusion function.

**Theorem 8** Let the inclusion function $F$ for $f$ be isotone and satisfy $w[F(Y)] - w[\square f(Y)] \leq cw(Y)^\alpha$ for all $Y \in \mathbf{I}(X)$ and some constants $c, \alpha > 0$. Then

\[f^* - y_n \leq c(2\omega)^\alpha(n + 2)^{-\alpha/m},\]
that is, \( f^* - y_n = \mathcal{O}(n^{-\alpha/m}) \).

**Proof.** Referring to the preceding lemmas we can assume that \( f(x) = 0 \) for all \( x \in X \), that \( F(Y) = [-c\omega(Y)^\alpha,0] \), and that \( X \) is a cube of width \( \omega \). These assumptions indicate the worst possible case. Since \( X \) is a cube, the maximum box width of the boxes of the lists is \( \omega \) and therefore \( y_n = -c\omega^\alpha \) for \( n = 0, \ldots, 2^m - 2 \). The maximum box width is \( \omega/2 \) and \( y_n = -c\omega^\alpha/2^\alpha \) for \( n = 2^m - 1, \ldots, 2^{2m} - 2 \). In general, the maximum box width is \( \omega/2^l \) and \( y_n = -c\omega^\alpha/2^{l\alpha} \) for the lists \( L_n \) where \( n = 2^{lm} - 1, \ldots, 2^{(l+1)m} - 2 \) and \( l \in \mathbb{N} \).

\( F \) is isotone. The sequence \( (y_n) \) is therefore increasing. This gives
\[
\begin{align*}
y_n &\geq -c\omega^\alpha/2^{l\alpha} \text{ if } n \geq 2^{lm} - 1, \\
y_n &\leq -c\omega^\alpha/2^{l\alpha} \text{ if } n \leq 2^{(l+1)m} - 2.
\end{align*}
\]

Some rearrangements show that
\[
\begin{align*}
n &\geq 2^{lm} - 1 \text{ iff } -c(n+1)^{-\alpha/m} \geq -c/2^{l\alpha}, \\
n &\leq 2^{(l+1)m} - 2 \text{ iff } -c(n+2)^{-\alpha/m} \leq -c/2^{l\alpha}.
\end{align*}
\]

Therefore, \( n \in [2^{lm} - 1, 2^{(l+1)m} - 2] \) implies
\[
-c(2\omega)^\alpha(n+2)^{-\alpha/m} \leq y_n \leq -c\omega^\alpha(n+1)^{-\alpha/m}.
\]

This implication holds for any \( l \in \mathbb{N} \). Conversely, if \( n \in \mathbb{N} \) is given then there exists exactly one \( l \) such that both parts of the implication are satisfied. It is defined by \( y_n = -c\omega^\alpha/2^{l\alpha} \). Using this formula, the parameter \( l \) can be eliminated, and (3.20) holds in general. Thus, constants \( d \) and \( \tilde{d} \) exist such that
\[
-dn^{-\alpha/m} \leq y_n = f^* - f^s \leq -\tilde{d}n^{-\alpha/m}.
\]

That is, \( f^* - y_n = \mathcal{O}(n^{-\alpha/m}) \).

**Remark.** There exist infinitely many numbers \( n \) such that the left-hand inequality of (3.20) is an equality. In this sense, the order estimate of Theorem 8 is sharp.

**Example** for the fastest approach not using acceleration devices. Theorem 8 gives an upper bound for the convergence speed of the \( y_n \) to
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$f^*$. Which is the fastest approach that can be expected using Alg. 2? The fastest speed is obviously given if only one global minimizer exists and if this minimizer is contained in all leading boxes. Let, for simplicity, $X$ again be a cube, and $w(X) = \omega$. (A more general shape of $X$ would only change the multiplicative constant occurring in the order estimate slightly, but not the exponential term.) In order to eliminate the direct influence of the special shape of $f$ or $F$, we only assume $w(F(Y)) \leq c w(Y)^\alpha$ for $Y \in \mathbf{I}(X)$ and for some constants $c, \alpha > 0$. In contrast to the rather high number of bisections shown in the proof of Theorem 8, we have that

$$lm \leq n \leq (l+1)m - 1 \text{ implies } w(Y_n) = \omega/2^l (l \in \mathbb{N}).$$

If $[q]$ denotes the largest integer smaller than or equal to $q$, we get

$$w(Y_n) = \omega/2^{[n/m]}.$$

If $n/m = [n/m] + r_n$ then $r_n \in [0,1-1/m]$. Finally,

$$f^* - y_n \leq w(F(Y_n)) - w(\square f(Y_n)) \leq c w(Y_n)^\alpha = c \omega^\alpha/2^{[n/m]} \leq c (2^{r_n} \omega)^\alpha (2^{a/m})^{-n}.$$

This leads to the following.

Remark. In general, the fastest convergence speed of $(y_n)$ to $f^*$ under the conditions specified above can be estimated by

$$f^* - y_n \leq c (2^{r_n} \omega)^\alpha (2^{a/m})^{-n},$$

that is,

$$f^* - y_n = \mathcal{O}((2^{a/m})^{-n}).$$

Example. If $m = 2, \alpha = 2$ (2 variables, $F$ is of order 2) then one can expect the sequence $f^* - y_n$ to be between $d/2^n$ and $\bar{d}/n$ for some constants $d, \bar{d}$. If $m = 1, \alpha = 2$ (1 variable, $F$ is of order 2) then one can expect the sequence $f^* - y_n$ to be between $d/4^n$ and $\bar{d}/n^2$ for some constants $d, \bar{d}$. 
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It was shown in the previous sections that Alg. 2 is a simple method for approaching some global minimum points. There are two disadvantages: First, there does not exist an error estimate for this approach, and second, it cannot be guaranteed that all minimum points can be reached.

In this section, Alg. 3 (Ichida-Fujii (1979)) will be discussed. It is a modification of Alg. 2 which makes use of a midpoint test and where all the boxes on the list are employed to include the minimum points. The convergence properties of this algorithm have been investigated by Moore-Ratschek (1987). An error estimate for the convergence to the minimum points via the solution set of this algorithm can be given.

Further, no minimum points are lost as is the case with Alg. 2. However, it is theoretically possible that a proper superset of $X^*$, the set of global minimizers, is gained. This possibility is, in practice, extremely unlikely.

**Algorithm 3** arises from Algorithm 2 by inserting the following step $11^+$ between steps 11 and 12 of Alg. 2:

\[ 11^+. \text{ Discard all pairs } (Z, z) \text{ from the list that satisfy } F(c) < z \text{ where } c = \text{mid} \ Y. \]

Step $11^+$ is called a midpoint test and is used to reduce the number of boxes of the lists $L_n$. Obviously, the test remains valid if $F(c) < z$ is replaced by $F(c') < z$ for any $c' \in Y$ or by $\text{ub} F(Y) < z$. The updating of the current values $y_n$ and $f_n$ is here again recommended, cf. Sec. 3.3.

We again assume that the termination criteria provided in the algorithm are missing or will never cause the algorithm to stop, so that the convergence properties of Alg. 3 can be studied.

We continue to consider a box $X \in \mathbb{I}^m$, a function $f : X \to \mathbb{R}$ and an inclusion function $F : \mathbb{I}(X) \to \mathbb{I}$ for $f$. Let $X^*$ be the set of global minimizers of $f$ in $X$ and $U_n$ the union of all boxes that occur in the
$n$-th list $L_n$ generated by Alg. 3, i.e.,

$$U_n = \bigcup_{i=1}^{l_n} Z_{ni}$$

where $l_n$ denotes the length (number of pairs) of the list $L_n$. Clearly we always have $l_n \leq n + 1$. The unions $U_n$ are compact sets. The following theorem provides the main property of Alg. 3, that is, the unions $U_n$ converge monotonically to a superset, $B$, of $X^*$ from the exterior. The convergence is based upon the distance $d$ introduced in Sec. 3.2. Since Alg. 3 has all the features of Alg. 2, the properties of Alg. 2 mentioned in the last section are also valid for Alg. 3. Since under very natural conditions the $y_n$ converge to $f^*$, we obtain the solution set of Alg. 3 in $B$ and $f^*$. In contrast to Alg. 2 where the only use of the midpoint test was to reduce the list, the test is now advanced to be a basic step of the algorithm, that is, it has an influence on the solution set. The reason is that Alg. 3 considers all boxes of the list $L_n$ and Alg. 2 only the leading boxes $Y_n$ which are never touched by the midpoint test.

**Theorem 9** Let the inclusion function $F$ of $f$ satisfy $w(F(Y)) \to 0$ as $w(Y) \to 0$. Then there exists a set $B \supseteq X^*$ such that $U_n \supseteq B$ for all $n$ and $U_n \to B$ as $n \to \infty$. The sequence $(U_n)$ is nested such that

$$B = \bigcap_{n=1}^{\infty} U_n.$$  

**Proof.** The assertion of the theorem is satisfied by $B = \bigcap_{n=1}^{\infty} U_n$. We first show that $X^* \subseteq U_n$ for any $n$ so that $X^* \subseteq B$ follows. In Alg. 2 one box was bisected in each iteration and then it was replaced by its parts. Therefore we had, for any $n$,

$$U_n = \bigcup_{i=1}^{n} Z_{ni} = X.$$  

After having counted the lists temporarily from 0 in Sec. 3.6 and 3.7 we now revert to counting the lists from $n = 1$. We now consider Alg. 3. The discarding process which was incorporated, Step 11++, removes a box $Z_{ni}$ when $F(c_n) = f(c_n) < z_{ni} = \min F(Z_{ni})$ where $c_n$ is the
midpoint of the leading box $Y_n$. Since $f^* < f(c_n)$ and $\square f(Z_{ni}) \subseteq F(Z_{ni})$, the box $Z_{ni}$ cannot contain a global minimizer. Thus all boxes of any list that contain a global minimum point remain in the list, and $X^* \subseteq U_n$ for any $n$.

Second, the convergence of the unions $U_n$ to $B$ follows directly from the definition of $B$ and the chain property of these unions, that is, $U_1 \supseteq U_2 \supseteq \ldots$.

How large is the overestimation of $X^*$ by $B$? The discarding process seems to be so strong that one would not expect other points than global minimum points to remain in $X^*$. This view is further strengthened by the examples of Ichida-Fujii (1979). There is, however, one exception which may arise, at least theoretically, but this fact prevents writing $X^*$ instead of $B$ in Theorem 9. This exception can occur if there exists some nonleading box $z_{ni}$ such that

$$f^* = z_{ni} = \min F(Z_{ni}).$$

Thus, $z_{ni}$ will almost never be a leading box and has no chance of getting bisected and producing values strictly larger than $f^*$. Further, the inequality

$$F(c_n) < z_{ni}$$

will never hold, and so $z_{ni}$ will never be discarded by Step 11+. Therefore, $z_{ni}$ is contained in all the lists. This implies $Z_{ni} \subseteq B$.

The choice of termination criteria, error estimations, and the influence of rounding errors is dealt with in Sec. 3.10.

### 3.9 Hansen’s Algorithm and its Convergence Conditions

The following modification of Alg. 3 for solving the unconstrained problem (3.1), due to Hansen, makes it possible to give a mathematically satisfactory answer to the uncertainty inherent in Algorithms 2 and 3. Hansen does not use an ordering of the list with respect to the $z_{ni} = \text{lb} F(Z_{ni})$ as is done in Alg. 2 and Alg 3. He orders the list either with respect to the widths of the boxes $Z_{ni}$ or to the age of these
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boxes when the counting of the age begins at the generation of a box by a bisection. Both versions lead to a uniform subdivision of all boxes which have not been discarded yet. Error estimation via the Lebesgue measure of the solution is again possible; see Sec. 3.10.

The input parameters for the algorithm are the box \( X \), the inclusion function \( F \) of \( f \), and some accuracy parameter etc., which may be needed for the termination criteria.

**ALGORITHM 4 (Hansen)**

1. Set \( Y := X \).
2. Calculate \( F(Y) \) and \( \tilde{f} := \text{ub} F(c) \) where \( c = \text{mid} Y \).
3. Set \( y := \text{lb} F(Y) \).
4. Initialize list \( L := \{(Y, y)\} \).
5. Choose a coordinate direction \( k \) parallel to which \( Y \) has an edge of maximum length, that is, \( k \in \{i : w(Y_i) = w(Y)\} \).
6. Bisect \( Y \) normal to direction \( k \) getting boxes \( V_1, V_2 \) such that \( Y = V_1 \cup V_2 \).
7. Calculate \( F(V_1), F(V_2) \).
8. Set \( v_i := \text{lb} F(V_i) \) for \( i = 1, 2 \).
9. Enter the pairs \( (V_1, v_1), (V_2, v_2) \) at the end of the list.
10. Choose a pair \((\tilde{Y}, \tilde{y})\) of the list which satisfies \( \tilde{y} \leq z \) for all pairs \((Z, z)\) of the list.
11. Discard all pairs \((Z, z)\) from the list that satisfy \( \tilde{f} < z \) (midpoint test).
12. If termination criteria hold go to 15.
13. Denote the first pair of the list by \((Y, y)\). Set \( c := \text{mid} Y \) and \( \tilde{f} := \min(\tilde{f}, \text{ub} F(c)) \).
14. Go to 5.

15. End.

As was the case in Algorithm 3, the inequalities $F(c) < z$ which are involved in the midpoint test can be replaced by $F(c') < z$ for any $c' \in Y$. The updating of $\bar{y}$ is again recommended, cf. Sec. 3.3. An updating of $\bar{f}$ is incorporated in the algorithm.

The algorithm uses an ordering of the lists with respect to the age of their boxes. The ordering with respect to the widths of the boxes leads to an algorithm, denoted by Algorithm $3^+$, which arises from Alg. 4 by replacing Step 9 by

**Step 9**. Enter the pairs $(V_1, v_1)$ and $(V_2, v_2)$ into the list such that the widths of the boxes in the list decrease (not necessarily strictly).

Alg. 4 is certainly a special case of Alg. $3^+$ since Step 9 leaves the ordering open if boxes have the same widths. When however acceleration devices are incorporated, Alg. 4 and $3^+$ can be essentially different since these devices can diminish the width of a box.

The crucial point of these two algorithms is that all boxes occurring on the lists will be bisected periodically or discarded.

The pairs $(\bar{Y}, \bar{y})$, cf. Step 10, occupy a key position even when they seem to be without influence on the algorithm. These pairs were the leading pairs of Alg. 2 and Alg. 3 and they are the only boxes, $Z$, of the lists for which $f^* \in F(Z)$ is guaranteed. If $\bar{y}_n$ is the value that $\bar{y}$ takes at the $n$-th iteration then the sequence $(\bar{y}_n)$ plays the same role in Alg. 4 that the sequence $(y_n)$ plays in Alg. 2 and 3. This means that, under the condition (3.12), we get $\bar{y}_n \rightarrow f^*$ and $\bar{y}_n \leq f^*$.

Let $Y_n$ be the leading box and $Z_{ni}$ an arbitrary box of $L_n$ which is the list generated at the $n$-th iteration of Alg. 4. Not only does the contraction property

$$w(Y_n) \rightarrow 0 \text{ as } n \rightarrow \infty$$

hold in case of Alg. 4, but even

$$w(Z_{ni}) \rightarrow 0 \text{ as } n \rightarrow \infty$$
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is satisfied. This follows from the fact that the lists are ordered with respect to the ages or the widths of the boxes.

We keep in mind that (3.12), that is the condition \( w(F(Y)) \to 0 \) as \( w(Y) \to 0 \), implies the continuity of \( f \) but not a Lipschitz condition of \( f \).

The following theorem (due to Moore-Ratschek (1987)) states that the unions of the boxes of the lists contract to exactly the set of global minimum points, \( X^* \) of \( f \) on \( X \). So \( X^* \) and \( f^* \) is the solution set of Alg. 4. The notation and assumptions are the same as in Sec. 3.8. The union of the boxes of the list \( L_n \) which is generated by Alg. 4 is again denoted by \( U_n \).

**Theorem 10** Let the inclusion function \( F \) of \( f \) satisfy \( w(F(Y)) \to 0 \) as \( w(Y) \to 0 \). Then \( U_n \supseteq X^* \) for all \( n \) and \( U_n \to X^* \) as \( n \to \infty \). The sequence \( (U_n) \) is nested and thus \( X^* = \bigcap_{n=1}^{\infty} U_n \).

**Proof.** Since the discarding process is the same as in Theorem 9, the result (see the proof of Theorem 9)

\[
X^* \subseteq \bigcap_{n=1}^{\infty} U_n
\]

holds. This inclusion is not affected by the fact that the order of the lists is not the same as in Theorem 9. The inclusion \( \bigcap_{n=1}^{\infty} U_n \subseteq X^* \) in the opposite direction remains to be proved: Let \( w_n \) denote the maximum width of the boxes of the \( n \)-th list, \( L_n \). Then

\[
w_n \to 0 \text{ as } n \to \infty. \tag{3.21}
\]

Now, let us assume that \( x \in U_n \) for all \( n \). We have to show that \( x \in X^* \). It first follows that, for any \( n \), a pair \( (Z_n', z_n') \) occurs in \( L_n \) such that \( x \in Z_n' \). Since this pair has not yet been discarded, the condition

\[
f(c_n) \geq z_n' \tag{3.22}
\]

holds owing to the midpoint test where \( c_n = \text{mid } Y_n \) and \( (\tilde{Y}_n, \tilde{y}_n) \) is a pair with minimal \( \tilde{y}_n \). The sequence \( (Z_n') \) tends to \( x \), since \( x \in Z_n' \) for all \( n \) and \( w(Z_n') \to 0 \) as \( n \to \infty \), due to (3.21). Therefore \( w(F(Z_n')) \to 0 \),
from the assumptions of the theorem. Furthermore, $\Box f(Z_n') \rightarrow f(x)$, since $f$ is continuous. Applying the derived convergence properties to

$$f(x) \in \Box f(Z_n') \subseteq F(Z_n'),$$

we get

$$F(Z_n') \rightarrow f(x) \text{ as } n \rightarrow \infty.$$  \hfill (3.23)

Finally we prove

$$F(Z_n') \rightarrow f^\ast \text{ as } n \rightarrow \infty;$$

this implies, together with (3.23), that $f^\ast = f(x) \text{ and } x \in X^\ast$.

We consider the inequalities

$$\bar{y}_n \leq z'_n \leq f(c_n) \in F(\bar{Y}_n).$$

The first inequality is due to the definition of the pair $(\bar{Y}_n, \bar{y}_n)$; the second is (3.22). Since $F(\bar{Y}_n) \rightarrow f^\ast$ and $\bar{y}_n \rightarrow f^\ast$ (see Theorem 4), we have $z'_n \rightarrow f^\ast$, which implies, together with $w(F(Z_n')) \rightarrow 0$, the assertion, that is, $F(Z_n') \rightarrow f^\ast$. \(\Box\)

Theorem 10 could also be derived from Basso’s (1982) Theorem 3. In this case one had first to prove that his assumption (H) is satisfied by Algorithm 5. In fact, condition (3.23) implies (H).

As we see, the convergence proofs of Theorem 10 and of previous theorems do not depend on the number of global minimum points of $f$. This number may be finite or infinite, and in the second case, the minimum points may occur isolated or as continua. Each global minimum point is contained in at least one box and in at most $2^m \cdot s$ boxes of any list. In general, a point is contained in several boxes if it is an edge point of some box, and it is contained in $2^m \cdot s$ boxes if it is a corner of some box. This implies the following statement.

**COROLLARY 1** If $f$ has finitely many global minimizers, say $s$, then the number of boxes of the lists $L_n$ tends to some number $k \leq 2^m \cdot s$ as $n \rightarrow \infty$. Otherwise, the number tends to $\infty$. \(\Box\)

In the case of $s$ global minimum points the probability that a global minimum point lies on the edge of a box is zero and we therefore have
$k = s$, in general. The following version of Corollary 1 avoids such distinctions by taking the number of connected components of $U_n$ instead of the number of boxes of the lists. A connected component by $U_n$ is the union of a maximum number of boxes $Z_{ni}$ of the list $L_n$ such that each two of these boxes can be connected by a (continuous) path which lies totally in $U_n$.

**COROLLARY 2** If $f$ has $s < \infty$ global minimum points and if $\gamma_n$ denotes the number of connected components of $U_n$, then $\gamma_n \to s$ as $n \to \infty$. □

The meaning of the corollaries for practical calculations should not be overestimated. The number $s$ (or whether infinitely many minimum points are present) will not be known during a computation, since each computation is terminated after finitely many steps and since the number of minimum points contained in each box of the list when the calculation is terminated is unknown. Further, the number of boxes of a list as well as the number of connected components can be smaller and also be greater than $s$ at any time of the computation. On the other hand, the error will not be too large if the number of boxes is identified with $s$ provided the function $f$ is ”reasonable” and provided the boxes are sufficiently small.

Therefore it is only correct to make assertions about the number of global minimum points if additional information about $f$ is used. See, for example, the discussion of Shubert’s function,

$$f(x) = -\sum_{k=1}^{5} k \sin(k + (k + 1)x), \ x \in X = [-10, 10]$$

in Hansen (1979). Hansen’s computation results in three boxes,

$$Z_1 = [-6.7745 \ 76144, \ -6.7745 \ 76143], \\
Z_2 = [5.7917 \ 89015, \ 5.7917 \ 99064], \\
Z_3 = [-0.49139 \ 21876, \ -0.49138 \ 95811].$$

It is tacitly assumed that each of these boxes contains exactly one global minimizer; however, this is not guaranteed. One may confirm this assumption in the following manner using periodicity and convexity.
arguments as the additional information mentioned: First, according to 
the mathematical conditions of the problem it is obvious that at least 
one global minimizer exists which must be located in one of the three 
boxes. Second, \( f \) is of periodicity \( 2\pi \). So, if \( x^* \in X^* \) and \( x^* \pm 2\pi v \in X \), 
then \( x^* \pm 2\pi v \in X^*, v = 1, 2, \ldots \). Since the distances of the boxes are 
about \( 2\pi \), each box contains at least one global minimizer. Third, the 
widths of the boxes are so small that it is almost certain that each 
box contains just one global minimum point. Nevertheless, in order to 
guarantee this, the following convexity test was applied: We chose

\[
F''(Y) = \sum_{k=1}^{5} k(k+1)^2 \text{ISIN}(k + (k+1)y) 
\]

as an inclusion function for \( f'' \), where \( \text{ISIN} \) was an inclusion function 
for \( \sin \), and obtained

\[
F''(Z_3) = [309.91, 309.92]. 
\]

Therefore \( f''(x) > 0 \) for all \( x \in Z_3 \) which means that \( f \) is strictly convex 
in \( Z_3 \) and that \( Z_3 \) cannot contain 2 global minimum points. The same 
holds for \( Z_1 \) and \( Z_2 \) because of the periodicity.

### 3.10 Termination Criteria, Approximation 
Errors and Influence of Rounding Er-
rors

The termination of the Moore-Skelboe algorithm via the convergence 
to \( f^* \), related error estimates, and problems caused by rounding errors 
were extensively discussed in Sec. 3.3. These considerations are valid 
also for the other algorithms of this chapter, i.e. for the leading pairs 
of the Ichida-Fujii algorithm, and for the pairs \((\hat{Y}_n, \hat{y}_n)\) of the Hansen 
algorithm.

A termination of these algorithms via the convergence to global min-
imum points only using the leading boxes is not appropriate because of 
the properties discussed in Sec. 3.4. These properties also do not allow
an error estimation of the approximation of the global minimizers by the leading boxes.

Therefore we will only be concerned with Alg. 3 and 4 in this section. For a unified treatment we take \( B = \bigcap_{n=1}^{\infty} U_n \supseteq X^* \) as the solution set of both algorithms where \( B = X^* \) in case of Alg. 4; see Sec. 3.8 and 3.9. The following two termination criteria were provided by Hansen (1979), (1980). If \( B \) is at most denumerable and if \( B \) is to be included in a set with prescribed accuracy, then

\[
\sum_{i=1}^{l_n} w(Z_{ni}) < \epsilon \tag{3.24}
\]

or

\[
w(Z_{ni}) < \epsilon \quad \text{for } i = 1, \ldots, l_n \tag{3.25}
\]

will do, where \( l_n \) is the length of \( L_n \). If \( B \) is nondenumerable then (3.24) will fail if the Lebesgue measure of \( B \) is at least equal to \( \epsilon \). Condition (3.25) works independently of the measure of \( B \).

It is typical of the global optimization problem that only poor error estimates for the approach to single global minimizers are available. That is if one picks out any \( x \in U_n \) as an approximation for any (unknown) \( x^* \in X^* \) then

\[
\| x - x^* \|_\infty \leq \max_{y \in U_n} \| x - y \|_\infty
\]

is the best estimate which can be derived. The error \( \| x - x^* \|_\infty \) can be arbitrarily large in spite of the validity of (3.24) or (3.25). For example, let \( Z_{n1} = [1, 1 + \delta] \) and \( Z_{n2} = [10, 10 + \delta] \) with \( l_n = 2 \) for some small \( \delta < \epsilon \). Then \( \| x - x^* \|_\infty = | x - x^* | \leq 9 + \delta \), where equality holds if \( x = 1 \) and \( x^* = 10 + \delta \), etc. If, however, it is known for some reason that each box \( Z_{ni} \) of the final list \( L_n \) contains some \( x^* \in G \), then the approximation error is

\[
\| x - x^* \|_\infty \leq \max_{i=1, \ldots, l_n} w(Z_{ni}). \tag{3.26}
\]

Returning to Shubert’s function (see the end of the last section) it is certain that each box contains a global minimizer.

The influence of rounding errors on the computation of \( U_n \) does not cause any problems if interval software as described in Ch. 2 is used.
In this case the discarding condition (midpoint test) is executed by the computer as
\[ \text{ub} \tilde{F}(c_n) < \tilde{z}_{ni} \quad (3.27) \]
in the non-updated case of Alg. 3 where \( \tilde{F}(c_n) \supseteq F(c_n) \) with \( f(c_n) \in F(c_n) \) is a numerical approximation of \( f(c_n) \) and \( \tilde{z}_{ni} = \text{lb} \tilde{F}(Z_{ni}) \) where \( \tilde{F}(Z_{ni}) \supseteq F(Z_{ni}) \) is the numerical approximation of \( F(Z_{ni}) \). In the updated case, as in Alg. 4, the discarding condition is
\[ \min_{i=1,\ldots,n} \text{ub} \tilde{F}(c_n) < \tilde{z}_{ni}. \quad (3.28) \]
Since (3.27) or (3.28) implies the exact discarding condition in Alg. 3 or Alg. 4, no logical flaws arise, so that the set of global minimizers, \( X^* \), is still contained in the union of boxes of any one of the lists. Although rounding errors can prevent the \( U_n \) from converging to \( B \), this is not of great practical concern since even with exact arithmetic \( B \) is only obtained, in general, after infinitely many iterations of Alg. 3 or 4. This is another reason that Alg. 3 should not be banned, since it also computes, at any iteration, an inclusion of \( X^* \). By the way, Eldon Hansen in person told the first author at a meeting in Columbus, Ohio in September 1987 that for some time he also had been using the ordering with respect to the \( z_{ni} \).

### 3.11 Accelerating Devices: An Overview

The 3 algorithms we have treated so far are based on the exhaustion principles, that is, the principle of removing areas (subboxes of \( X \)) which cannot contain a global minimizer. In the same manner we realize that the branch and bound principle forms the overlying structure, that is, the areas are processed which have the largest chance to contain a global minimizer. This is a time-consuming process as was evident from the results in Sec. 3.7. It is therefore very important to combine the principles mentioned with techniques for speeding up the computation. In this section we deal with only a few of these techniques in order to demonstrate how they may be combined with the 3 algorithms. The most perfect and sophisticated method is probably the one of Hansen.
(1979), (1980) which also has been extensively tested (Walster-Hansen-Sengupta (1985)) and which will also be discussed in the forthcoming book by Hansen.

When considering acceleration devices we maintain our modular system as promised in the Preface: that is, we let the user decide which improvements and devices he wishes to include in his particular version of the algorithms.

We mainly recommend the following acceleration devices:

1. **Monotonicity test.** It is a global technique and discovers boxes $Y$ where $f$ is strictly monotone. The interior of such a box $Y$ - and in general, the box itself - cannot contain a global minimizer such that $Y$ can be removed.

2. **Finding a function value as small as possible.** The smaller the smallest known or computed function value is at the $n$-th iteration the more effective is the midpoint test, that is, boxes are removed earlier before they would otherwise have been processed.

For example, let $f_n$ be the smallest function value known up to the $n$-th iteration. Let $\tilde{f}_n < f_n$ be a smaller value found by an additional procedure. The gain from of this additional effort is that, by the midpoint test, not only the boxes $Z_n$ with

$$f_n < \text{lb} F(Z_n)$$

can be discarded (cf. Alg. 3 and 4), but also those with

$$\tilde{f}_n < \text{lb} F(Z_n).$$

Thus: the earlier a small function value can be found the more the computational cost is reduced.

There are many possible techniques for getting lower function values. Here we mention three well-known and useful techniques depending on the differentiability properties of $f$:

(i) search methods,

(ii) descent methods (steepest descent, conjugate gradients, etc.),

(iii) Newton-like methods.
In order to be complete, one would have to list almost all methods which are used in nonlinear optimization theory. All these methods are local methods: One starts with one point and tries to find a point with a smaller function value.

3. The interval Newton method. This is a global method and it provides a reliable technique for enclosing all critical points of $f$ in $X$. Interval Newton methods can be applied in two different manners:

(i) The method is applied (to $f^I$ and $X$) until all critical points of $f$ are included in sufficiently small boxes $Z$, say with $w(Z) < \epsilon$ for example. Then the search for the global minimizers may be restricted to the edge of $X$ and the boxes $Z$. This approach is not so effective as the following:

(ii) Each iteration of the interval Newton method is combined with the monotonicity test and the midpoint test. This means that the basic steps of the algorithms and the acceleration steps merge. This procedure avoids superfluous interval Newton iterations in boxes which are strictly monotone or which have too large function values.

4. Use of good inclusion functions. The importance of inclusion functions of a higher order is manifested in Sec. 3.7. Further, if the meanvalue form is used (which is an inclusion function of order 2) then the optimum developing point instead of the midpoint of the boxes should be used. Our tests show a saving of about 10% if that point is used.

5. Recursive (automatic) differentiation arithmetic (not to be confused with symbolic differentiation). This technique helps to avoid the large numerical costs when computing derivatives or their inclusion functions, or expressions like $(x - c)^T f^I (c), (Y - c)^T f^I(Y), (x - c)f^I(Y), (Y - c)^T f^I(Y)(Y - c)$, etc. where $x, c \in X, Y \in \mathbf{I}(X)$. The recursive differentiation arithmetic is so designed that simultaneously with the computation of $f(x)$ the derivative values or the values of the expressions mentioned above are computed. A detailed description of this fascinating technique is beyond the scope of this book, but see, how-
ever, McCormick (1983), who calls this technique *factorable programming*, Rall (1981), (1983), or Kagiwada-Kalaba-Rasakhoo-Spingarn (1986). In case of non-interval computations we recommend this technique together with updating methods (cf. for example McCormick (1983)) without restrictions. Our own experiences, however, show that in the case of interval evaluations like \((Y - c)f'(Y)\) or in the case of computing generalized gradients, it is not always wise to use this arithmetic. The reason is that in these cases arithmetic information can be lost and that the widths of the interval values increase unnecessarily, since the recursive differentiation arithmetic does not consider the special arithmetical structure of the formulas for the derivatives.

Before we discuss the acceleration devices in detail let us give an overview of the differentiability assumptions which are needed for the devices.

(a) *\(f\) continuous*:

Search methods.

(b) *\(f\) has a generalized gradient*:

Monotonicity test,
meanvalue form.

(c) *\(f\) is continuously differentiable*:

descent and gradient methods,
recursive differentiation arithmetic.

(d) *\(f\) is twice continuously differentiable*:

Newton-like methods,
interval Newton methods.
3.12 Acceleration Devices: Detailed Description

Some of the acceleration devices were discussed in Chs. 1 and 2 and some are referred to other sources. In this section the monotonicity test and the devices for finding a lower function value remain to be described. Furthermore, we devote some space to the problem of where the devices should be merged among the steps of Alg. 2 to 4.
The monotonicity test

This is a very effective means for discovering whether $f$ is strictly monotone in a subbox $Y \in \mathbf{I}(X)$. If $f$ turns out to be strictly monotone over $Y$ then the interior of $Y$ cannot contain a global minimizer. The edge of $Y$ can contain a global minimizer if that part of the edge which has the smallest function values is also part of the edge of $X$. Otherwise, no global minimizer lies in $Y$.

Let $\frac{\partial f(x)}{\partial x_i}$ be the $i$-th components of $f'(x)$, the gradient of $f$, at $x$ and let $\partial f_i(x)$ be the $i$-th component of $\partial f(x)$, the generalized gradient of $f$ at $x$. Let $F_i$ be an inclusion function for $\frac{\partial f}{\partial x_i}$ or $\partial f_i$, that is,

$$\frac{\partial f(x)}{\partial x_i} \in F_i(Y) \text{ or } \partial f_i(x) \in F_i(Y) \text{ for any } x \in Y.$$

Let $Y_i$ and $X_i$ be the $i$-th components of $Y$ and $X$. We set $Y_i = [a_i, b_i]$ and $X_i = [c_i, d_i]$. Clearly, if $0 \not\in F_i(Y)$ then $f$ is strictly monotone over $f$ with respect to the $i$-th coordinate direction. This is all that is required for the test.

The monotonicity test consists of 2 parts and it is destined to be applied to the boxes $Y = V_1, V_2$ (cf. Step 7 of Alg. 2 and Step 6 of Alg. 3 and Step 6 of Alg. 4):

Test for strictly monotone increasing:
For some $i = 1, \ldots, m$, if $0 < \inf F_i(Y)$ then

1. if $c_i < a_i$ then discard the pair $(Y, y)$ from further processing (i.e. it will not be added to the list in later steps),

2. if $c_i = a_i$ then set

$$Y' := Y_1 \times \ldots \times Y_{i-1} \times a_i \times Y_{i+1} \times \ldots \times Y_m,$$

$$y' := \inf F_i(Y')$$

and replace $(Y, y)$ by $(Y', y')$ for further processing. This means that $(Y, y) := (Y', y')$ in terms of the algorithm.
Test for strictly monotone decreasing:
For some \( i = 1, \ldots, m \), if \( \text{ub} F_i(Y) < 0 \) then
1. if \( b_i < d_i \) then discard the pair \((Y, y)\) from further processing,
2. if \( b_i = d_i \) then set
   \[
   Y' := Y_1 \times \ldots \times Y_{i-1} \times b_i \times Y_{i+1} \times \ldots \times Y_m,
   \]
   \[
y' := \text{lb} F_i(Y')
   \]
   and replace \((Y, y)\) by \((Y', y')\) for further processing (which means, set \((Y, y) := (Y', y')\)).

Remark. One has to be careful using generalized gradients. They have to be considered with respect to the whole domain of \( f \), that is \( X \), and not only with respect to \( Y \). For example, let \( f(x) = |x| \) for \( x \in X = [-1, 1] \). If \( X = Y_1 \cup Y_2 \) where \( Y_1 = [-1, 0], Y_2 = [0, 1] \) then one could conclude that \( \partial f(x) = -1 \) in \( Y_1 \) and \( \partial f(x) = 1 \) in \( Y_2 \). Thus, by the monotonicity tests, we can discard \( Y_1 \) and \( Y_2 \) which implies that also the minimizer, \( x^* = 0 \), is discarded which gives a wrong result.

The right procedure is first to consider
   \[
   \partial f(x) = \begin{cases} 
   -1 & \text{if } x < 0, \\
   [-1, 1] & \text{if } x = 0, \\
   1 & \text{if } x > 0.
   \end{cases}
   \]

Then \([ -1, 1] \subseteq F(Y_i), i = 1, 2, \) for any inclusion function \( F \) of \( \partial f \) in \( X \), and the monotonicity test will not cause any discarding at this stage of the algorithm.

Finding a lower function value

(a) Nondifferentiable functions: Since no straight linearization will be available for the objective function \( f \), points with lower function values can best be found with line search via difference procedures. One such simple procedure is given here. Let \( x_0 \) be the initial point, for instance, the midpoint of the box \( Y \) where the procedure shall be applied. Choose some \( \rho > 0 \) and compute for each coordinate direction \( i \) the values \( f(x_0 + \rho e_i) \), where \( e_i \) is the \( i \)-th unit vector of \( \mathbb{R}^m \), provided
the arguments remain in $X$. The box $Y$ may be left since, for the moment, we are only interested in getting low function values and do not need the connections to the box $Y$ where we search. One of the (at most) $2m$ arguments will take the lowest function value, and another search step is started from this point, etc. The search steps should be continued as long as significant lowering of the values is observed. More elaborate versions of this technique are found in Aird-Rice (1977) and in Findler-Lo-Lo (1987).

Locally Lipschitz functions. They have at each point a generalized gradient. Basically, one can use similar methods as in the smooth case, but one has to replace the gradient, cf. next item (b), by a subgradient (which is an element of the generalized gradient) or by a ”bundle” of subgradients. Their convergence theory is not yet complete, which does not matter since we do not need convergence but just a few steps for getting lower function values. A deeper discussion would again be beyond the scope of this monograph. We refer to Fletcher (1981), Goffin (1977), Lemaréchal (1980), Mifflin (1977), Shor (1983), Wolfe (1975), Zowe (1985).

(b) $C^1$ functions. The first method is the steepest descent method due to Cauchy. Even though better methods exist we cite it because it is widely used, cf. Sec. 1.5. If $x_0$ is the initial point (midpoint of some box $Y$) the direction of largest decrease is $-f'(x_0)$. Then the next point is given by

$$x_1 := x_0 - \rho_0 f'(x_0)$$

where $\rho_0$ is a solution (global or local minimizer) of the one-dimensional optimization problem

$$\min f(x_0 - \rho f'(x_0)) \text{ subject to } \rho \geq 0.$$ 

If the box $X$ is left by this step then one can reduce the step as is done in the constrained case, cf. Ch. 5. Since the optimization problem mentioned is only of secondary importance, a crude approximation to $\rho_0$ will do. If the reduction in function value from $f(x_0)$ to $f(x_1)$ is significant then the process should be continued with $x_1$.

This method has been subsumed by the conjugate gradient method of Fletcher-Reeves (1964) where direction information from the previous
step is taken into consideration, cf. Sec. 1.5. If the box \( X \) is left by the steps, a reduced step width is used as for the constrained problem; see Ch. 5. In special cases, improvements of the Fletcher-Reeves method are available, cf. Powell (1986).

(c) \( C^2 \) functions. If the objective function \( f \) is \( C^2 \) then Newton-like methods are commonly favored. The prototype algorithm is described in Sec. 1.5. If the method does not show convergence one should terminate "finding a lower function value" in the box under consideration. When calculating the Hessian, one should not forget that there exist updating procedures and that one might use other facilities for calculating derivatives, cf. Sec. 1.5.

The remaining acceleration devices mentioned have already been discussed in Ch. 2 or they are referred to other sources.

The position of the acceleration devices

Where should the acceleration devices be added to the algorithms we have treated in this chapter? We recommend to insert them after Step 6 of Alg. 2, 3, 4 where the leading box \( Y \) is bisected into the subboxes \( V_1 \) and \( V_2 \). If some or all of the devices are added we suggest the following order (note that the steps of Alg. 2, 3, 4 are changed slightly in order to obtain a better fitting):

(i) For \( i = 1, 2 \) do

(a) apply monotonicity test to \( V_i \) which results either in the deletion of \( V_i \) or in the keeping of \( V_i \), or in the keeping of an edge which is also denoted by \( V_i \),

(b) determine \( v_i = \ln F(V_i) \),

(c) apply midpoint test to \( V_i \),

(d) apply one iteration of interval Newton method to \( V_i \) getting at most 2 boxes \( W_{i1}, W_{i2} \). Apply monotonicity test to \( W_{i1}, W_{i2} \), determine \( w_{ij} = \ln F(W_{ij}), j = 1, 2 \), and apply midpoint test to \( W_{i1}, W_{i2} \). Enter the pairs \( (W_{ij}, w_{ij}), j = 1, 2 \) - if not yet removed - to the list in the right order.
(ii) If the interval Newton method is not used then apply a technique for "Finding a lower function value" to $V_1$ if $v_1 \leq v_2$, otherwise to $V_2$ (this means: use mid $V_1$ or mid $V_2$ as starting point for the chosen technique).

Remarks. (1) The reason for this ordering is that in most of the cases the mean value form for $F$ is used,

$$F(Y) = f(c) + (Y - c)^T F'(Y),$$

where $Y = V_i$, and $c = \text{mid } Y$. This means that first of all $F'(Y) = (F_1(Y), \ldots, F_m(Y))^T$ is computed, where $F'(Y)$ is an inclusion of the gradient of $f$ over $Y$. Immediately after the computation of $F_i(Y)$ the monotonicity test with respect to the $i$-th coordinate direction can be applied ($i = 1, \ldots, m$) and $Y$ eventually discarded such that the further processing of $Y$ - for example, the computation of $F(Y)$ - is avoided. If $Y$ is not discarded the values $F(Y)$ and $y = \text{lb } F(Y)$ are computed and the midpoint test is next, etc.

(2) If a $V_i$ is discarded then $V_i$ is no longer on the list and it will not be further processed by any devices that might have been incorporated in the algorithm.

(3) If the interval Newton method is incorporated then the last element $x_s$ of the sequence $(x_k)^n_{k=0}$ which is generated by the local iteration procedure shall be used for the updating of $f$ since the chances are good that $f(x_s)$ is near a local minimum. This is also the reason that the boxes $W_{ij}$ are not used for "finding a lower function value" since the local quasi Newton process which generates this sequence is a substitute for a search procedure, cf. Sec. 2.10.

(4) If $V_i$ is discarded by the monotonicity test then that edge (hypercube of one dimension lower than $V_i$) of $V_i$ which has the smaller function values may also be provided for a "finding a lower function value" procedure after comparison with the other provided box or its edge. See the monotonicity test for the construction of such an edge.
$Y'$ of $Y$. However, only the midpoint of the edge is needed for our purposes.

(5) The "finding of a lower function value" is especially important at the beginning of the computation as discussed earlier. It is however not necessary to apply the related procedures in each iteration and it is quite superfluous at the end of the computation when the monotonicity situation is stable and the boxes concentrate around local minimizers. We suggest the following frequency:

\( \alpha \) Apply a technique after the starting box $X$ has been bisected, to one of the two parts of $X$, that is, when list $L_2$ is built. The continuation depends on the ordering used and shall be described recursively:

\( \beta \) In case of Alg. 2 and 3: If a technique has been applied in list $L_n$, and if $l_n$ is the length of the list, then the technique shall be applied again after $l_n$ iterations, that is, in list $L_{n+l_n}$.

In case of Alg. 4 which is the important case: Always apply a technique if $Y = \bar{Y}$ (cf. Alg. 4). The reason is that $\bar{Y}$ is the box with the smallest lower bound of $f$, and thus it is likely that $\bar{Y}$ contains points with low function values.

\( \gamma \) If the monotonicity test is used, one may stop looking for smaller function values when the list lengths, $l_n$, begin to shrink.

### 3.13 Numerical Examples

We show the application of Hansen’s algorithm (Alg. 4) to 3 test functions. The results are mainly taken from Moore-Ratschek (1987). The calculations were done on an Apple IIe microcomputer equipped with a PASCAL-SC software system and on a Honeywell Multics system where interval arithmetic was implemented in FORTRAN. The final representation of the data from the two systems was shortened. Numerical results of Alg. 3 can be found in Ichida-Fujii (1979); further numerical results of Alg. 4 can be found in Hansen (1979), (1980), Rall
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(1985), Walster-Hansen-Sengupta (1985). The symbols which are used in the sequel mean:

\[ X = X_1 \times X_2 \]  basic domain (Step 1 of Alg. 4),
\[ \epsilon \]  intended maximum box width (termination criterion (3.25)),
\[ \epsilon_0 \]  achieved maximum box width,
\[ N \]  number of inclusion function evaluations,
\[ F^* \]  inclusion interval for \( f^* \),
\[ l \]  length (number of boxes) of the final list. Each of these final boxes has width at most \( \epsilon_0 \leq \epsilon \),
\[ E \pm k \]  \( 10^{\pm k} \).

\( X, F \) and \( \epsilon \) are input data; \( \epsilon_0, N, F^* \) and \( l \) are output data. The boxes of the final list are specified later. We used (3.25) as the termination criterion.

**Example 1.** Six hump camel back function,

\[ f(x_1, x_2) = 4x_1^2 - 2.1x_1^4 + \frac{1}{3}x_1^6 + x_1x_2 - 4x_2^2 + 4x_2^4. \]

The Taylor form of 2nd order, \( T_2 \), was taken as an inclusion function for \( f \); see Sec. 2.7. The monotonicity test was used as a device for accelerating the calculations. The data are:

\[ X = [-2.5, 2.5]^2, \]
\[ \epsilon = E - 6, \]
\[ \epsilon_0 = 7.16E - 7, \]
\[ N = 300, \]
\[ F^* = [-1.03162 845353, -1.03162 845348], \]
\[ w(F^*) = 5E - 11, \]
\[ l = 2. \]

The boxes of the final list are:

\[ Z_2 = -Z_1. \]

Even though the probability is very high that each of the final boxes contains exactly one global minimizer it cannot be guaranteed. The
theory says only that $X^* = \cap_{n=1}^{\infty} U_n$, i.e. $X^* \subseteq U_n$ if $L_n$ is the final list before termination. But there is no specific theory of how the global minimizers are distributed to the final boxes, or, how many global minimizers do exist. Thus, one has to use more information in order to analyze the results. This can be done, for instance, in the following manner: In order to prove that each $Z_i$ contains exactly one global minimum point, we consider the interval matrix

$$H_f(Z) = \begin{pmatrix} G(Z) & 1 \\ 1 & -8 + 48W^2 \end{pmatrix}$$

where $Z = V \times W$ and $G(Z) = 8 - 25.2V^2 + V^4$. For simplicity, the components of $Z$ are here denoted by $V$ and $W$. The matrix $H_f(Z)$ contains the Hessian matrices $H_f(z)$ of $f$ for all $z \in Z$. The principal minors of $H_f(Z)$ for $Z = Z_1, Z_2$ are:

$$G(Z_1) = G(Z_2) = [7.796660, 7.796664],$$

and

$$\text{Det } H_f(Z_1) = \text{Det } H_f(Z_2) = [18943.44, 18943.45].$$

They are both positive. Therefore $f$ is strictly convex in $Z_1$ and $Z_2$, and $Z_1$ and $Z_2$ contain at most one global minimum point each. Finally, $Z_1$ and $Z_2$ do in fact contain a global minimum point each, since $x^* \in Z_1$ implies $-x^* \in Z_2$ and $g(x^*) = g(-x^*)$, and conversely.

In order to demonstrate the dependency of $N$ on the inclusion functions used we present some further results with different inclusion functions but with the same box $X$ and the same required final box width $\epsilon$: We obtained

(i) $N = 326$ when the meanvalue form was used for $F$,

(ii) $N = 274$ when the meanvalue form with Baumann’s optimum developing point was used for $F$.

**Example 2.** Branin’s function,

$$f(x_1, x_2) = (x_2 - b x_1^2 + c x_1 - d)^2 = e(1 - f) \cos x_1 + e,$$
**Numerical Examples**

with

\[ b = \frac{5.1}{(4\pi^2)}, \quad c = \frac{5}{\pi}, \quad d = 6, \quad e = 10, \quad f = \frac{1}{8\pi}. \]

The Taylor-form of second order was again used as an inclusion function for \( f \). Alg. 4 was supplemented by the monotonicity test as in Example 1. The following results were obtained:

\[
\begin{align*}
X & = [-5, 10] \times [0, 15], \\
\epsilon & = 1E - 6, \\
\epsilon_0 & = 8.941E - 7, \\
N & = 1166, \\
F^* & = [3.97887, 357712, 3.97887, 357770]E - 1, \\
w(F^*) & = 5.8E - 11, \\
l & = 18.
\end{align*}
\]

The resulting 18 final boxes, \( Z_i \), are not shown here. They are instead grouped together and included in three boxes \( \tilde{Z}_1 \) as small as possible:

\[
\begin{align*}
\tilde{Z}_1 & = [-3.14159, 036, -3.14159, 393] \times [12.274, 9936, 12.275, 0035], \\
\tilde{Z}_2 & = [3.14159, 15, 3.14159, 34] \times [2.274, 9987, 2.275, 0015], \\
\tilde{Z}_3 & = [9.4247, 703, 9.4247, 882] \times [2.474, 998, 2.475, 002].
\end{align*}
\]

Each of the 3 boxes \( \tilde{Z}_i \) contains exactly one global minimizer. This knowledge however must be taken from other sources even if it is indicated by the numerical data.

We again used different inclusion functions and obtained:

(i) \( N = 1354 \) when the meanvalue form was used for \( F \),

(ii) \( N = 1194 \) when the meanvalue form with Baumann’s optimum developing point was used for \( F \).

**Example 3.** The function

\[
f(x_1, x_2) = \begin{cases} 
  x_1 \sin(1/x_1) + x_2 \mid x_1 \mid, & \text{if } x_1 \neq 0, \\
  0 & \text{if } x_1 = 0,
\end{cases}
\]

was already discussed in Sec. 3.5. It has infinitely many global minimum points in the domain

\[ X = [0, 1] \times [1, 1 + E - 8]. \]
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The same inclusion function as in Sec. 3.5 was used. The computations were terminated by an emergency criterion for avoiding stack overflow (the list became too long). The maximum box width

$$\epsilon_0 = 3.81E - 6$$

was attained. The other results were:

$$N = 2198,$$

$$F^* = [0, 2.75]E - 10,$$

$$l = 522.$$  

It is neither possible nor worthwhile to print the 522 boxes of the final list. Many of them are connected. It may be of interest that the area of the union of the boxes is about 0.2% of the area of the starting domain $X$. 
Chapter 4

Unconstrained Optimization over Unbounded Domains

4.1 Introduction

Almost all of the well-known methods for solving the global unconstrained optimization problem involve a bounded subdomain $X \subseteq \mathbb{R}^m$, for the function to which the method is applied. Primarily, this is for computational reasons. Secondly, the theoretical investigations are simplified, because of the existence of accumulation points of a sequence in a compact domain and because of other compactness arguments: see proof of Theorem 4 of Ch. 3. Therefore, an appropriate bounded area $X$ must be known a priori or must be determined by means of an analysis of the problem. If this is not possible, linear substitutions such as $x = 1/s$ are commonly used to transform unbounded parts of the domain into bounded areas. These substitutions are however rather troublesome to program because of the many cases which may arise.

Let, for example, $f(x, y) = xy$ for $x, y \in \mathbb{R}$. The plain substitution is $x = 1/s, y = 1/t$. This results in the following cases where a fixed or variable bound $k > 0$ has to be chosen:

(a) $|x|, |y| \leq k$,

(b) $|x| \leq k < |y|$,
(c) \(|y| \leq k < |x|\),

(d) \(k < |x|, |y|\).

Let us consider case (b) for the moment. The necessary substitution 
\(y = 1/t\) leads to two disjoint areas, i.e. \(y < -k\) and \(y > k\) which are 
maintained as separate areas during the computation. Symmetry 
arguments are not applicable in general. Similar considerations lead to 
two disjoint areas in case (c) and to four different areas in case (d). 
Finally the function values may also tend to infinity as for example in 
case (b) where \(f(x,y) = x/t\). Thus the function needs to be trans-
formed, \(g(x,y) = 1/f(x,y) = t/x\). But what happens when \(x\) is near 
zero? The list of awkward points could be continued. Certainly, the 
situation above is outlined in an exaggerated fashion; however, there is 
o no guarantee that it can be avoided.

The technique we provide in this chapter is due to Ratschek-Voller 
(1988) and it avoids such tortuous paths. It is destined to solve the 
global minimization problem for a continuous function, \(f : \mathbb{R}^m \rightarrow \mathbb{R}\). 
The search for the global minimizers is accomplished in the whole do-
main, \(\mathbb{R}^m\). Bounds of the global minimum, \(f^*\), are generated, and one 
or several boxes of prescribed size which include all global minimizers 
are produced. It can be detected when \(f\) has no global minimum at 
all, and further, whether \(f\) is bounded from below or not. Examples of 
such functions are \(f(x) = e^x\) and \(f(x) = x\). If the technique is applied 
on a computer, the sharpness of these detections is limited by the finite 
number representation of computers. The detections - although weak-
ened - remain logically valid in this case such that the user can trust 
them.

The technique that we provide to cover the whole space \(\mathbb{R}^m\) when 
looking for global minimizers is best demonstrated by applying it to Alg. 
3 of Ch. 3. Similar algorithms such as Alg. 1 of Ch. 3 or Alg. 2 of Ch. 3 
as well as the algorithms for solving the constrained problem as they are 
developed in the sequel may also be used. The common feature of these 
algorithms is that they are based on the branch and bound principle 
and that the bounds are determined by means of interval arithmetic 
tools.
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In Sec. 4.2 and Sec. 4.3, the optimization problem and Alg. 3 of Ch. 3 are extended and admitted to functions which are defined on $R^n$. For this reason, a compactification of the space $R^n$ is introduced, $\overline{R^n} := (R)^n$ where $R := R \cup \{\infty, -\infty\}$. The advantages of this compactification are threefold: (i) The investigation of the convergence properties can make use of compactness principles. (ii) The interpretation in $R^n$ of the results obtained in $\overline{R^n}$ is straightforward and there is no need to distinguish between the bounded and the unbounded case. (iii) The step from the exact execution of the algorithm in $\overline{R^n}$ to its numerical execution on a computer is small because the latter operates in $[-L, L]^n$ where $L$ denotes the largest representable number of the machine under consideration. $\overline{R^n}$ and $[-L, L]^n$ are topologically very similar.

In Sec. 4.4, the monotonicity test is carried over to the unbounded case. The usual assumption for $f$ to be differentiable can be weakened. It is only necessary that, at any point, a generalized gradient which can also be unbounded exists in order to apply the test.

In Sec. 4.5 it is shown practically how to get the tools - such as inclusion functions - which are required for the extended algorithm, i.e. an arithmetic for unbounded noncompact intervals is introduced. For several reasons, it is different from Kahan’s (1968) or Laveu’s (1975) arithmetic. As a consequence, Moore’s principle of natural interval extension (cf. Sec. 2.6) can be recursively defined for programmable functions over unbounded domains. This is important for getting the inclusion functions mentioned which generate bounds for the objective function, $f$, over any subbox $Y \subseteq R^n$.

In Sec. 4.6, the relationships between the numerical and the exact realization of the extended algorithm are discussed.

In Sec. 4.7, numerical examples show that the practical computation involves no difficulties at all.

Comparing Sections 4.2, 4.5, and 4.6, we are faced with 3 kinds of infinite intervals:

(i) Compactified unbounded intervals such as $[a, \infty] \subseteq \overline{R}$, cf. Sec. 4.2. They are needed both for the execution of the algorithm and for the discussion of its convergence properties. Since only topological
arguments and no arithmetic are used for this discussion, no arithmetic need be defined for compactified unbounded intervals.

(ii) Unbounded noncompactified intervals such as \([a, \infty) \subseteq \mathbb{R}\), cf. Sec. 4.5. They occur when the bounds of \(f\) over unbounded subdomains are determined. Thus, an arithmetic for such intervals is defined.

(iii) Both kinds of intervals mentioned in (i) and (ii) must be approximated by \textit{machine intervals} such as \([a, L]\) when computing on a machine, cf. Sec. 4.6. Although they look like bounded intervals, they are of unbounded character since \(L\) represents the numbers from \(L\) to \(\infty\).

4.2 The Algorithm over Unbounded Domains

We will first provide a compactification \(\overline{\mathbb{R}}^m\) of \(\mathbb{R}^m\). Then Alg. 3 of Ch. 3 and some convergence theorems of Ch. 3 will be extended to the compactified case immediately. The results gained in \(\overline{\mathbb{R}}^m\) can then be converted into the originally required results in \(\mathbb{R}^m\). The compactification could be avoided but it simplifies matters considerably.

In order to apply Alg. 3 of Ch. 3 to \(\overline{\mathbb{R}}^m\), the midpoint and the width of boxes in \(\overline{\mathbb{R}}^m\) must be defined, and, further, the given function, \(f\), and its inclusion function, \(F\), must be extended. This requires some notation.

Let \(\overline{\mathbb{R}} := \mathbb{R} \cup \{-\infty, \infty\} = [-\infty, \infty]\) be the two-point compactification of \(\mathbb{R}\) and \(\overline{\mathbb{R}}^m := \overline{\mathbb{R}}^m\) be the \(m\)-fold topological product of \(\overline{\mathbb{R}}\). If \(A \subseteq \mathbb{R}^m\) or \(A \subseteq \overline{\mathbb{R}}^m\), we denote the compact hull of \(A\) with respect to this compactification by \(\overline{A}\). It is not necessary to describe this topology in detail. It will be used just for the concept of a compact interval or box and for the convergence concept.

Let \(\mathbf{I}\) be the set of compact intervals of \(\mathbb{R}\). Thus, \(\mathbf{I}\) consists of intervals \([a, b]\), \([a, \infty]\), \([-\infty, b]\), where \(a, b \in \mathbb{R}\), and of the point intervals \(-\infty = [-\infty, -\infty]\), \(\infty = [\infty, \infty]\). A box \(Y = (Y_1, \ldots, Y_m) \subseteq \overline{\mathbb{R}}^m\) is compact iff \(Y_1, \ldots, Y_m \in \mathbf{I}\), by Tychonoff’s theorem in topology.
When does a sequence \((x_n)\) of \(\mathbb{R}\) converge to a point \(x \in \mathbb{R}\)? There are two cases: If \(x \in \mathbb{R}\) then \(x_n \to x\) iff an index \(x_0\) exists such that the sequence \((x_n)_{n \geq n_0}\) converges to \(x\) (with respect to the natural topology of \(\mathbb{R}\)). If \(x = \infty\) (resp. \(x = -\infty\)) then \(x_n \to x\) iff to any given real number \(k > 0\) an index \(n_0\) exists such that \(x_n \geq k\) (resp. \(x_n \leq -k\)) for all \(n \geq n_0\). Let now \(x_n = (x_{n1}, \ldots, x_{nm}) \in \overline{\mathbb{R}^m}\) and \(x = (x_1, \ldots, x_m)\). Then owing to topology, \(x_n \to x\) iff \(x_n^i \to x^i\) for \(i = 1, \ldots, m\).

A point \(x \in \overline{\mathbb{R}^m}\) is an accumulation point of a sequence \((x_n)\) of \(\overline{\mathbb{R}^m}\) iff a subsequence of \((x_n)\) converges to \(x\). If \((x_n)\) is a sequence in \(\mathbb{R}\) then

\[
\liminf_{n \to \infty} x_n
\]

is the smallest accumulation point of \((x_n)\).

Let \(I_\infty\) be the set of all closed (but not necessarily bounded) intervals of \(\mathbb{R}\). Thus, the intervals \([a, b], [a, \infty), (-\infty, b],\) and \((-\infty, \infty) = \mathbb{R}\) belong to \(I_\infty\) where \(a, b \in \mathbb{R}\).

Let \(A \subseteq \mathbb{R}^m\), then \(I_\infty(A) := \{Y \in I_\infty : Y \subseteq A\}\) and \(\mathbf{I}(A) := \{Y \in I^n : Y \subseteq A\}\). We note that \(I^n_\infty = I_\infty(\mathbb{R}^m) = I_\infty(\overline{\mathbb{R}^m})\) and \(I^n = I(\mathbb{R}^m)\). Further, \(\mathbf{I}(A) := \{Y \in I^n : Y \subseteq A\}\).

Let \(A \in I^n_\infty\) and \(f : A \to \mathbb{R}\) be given. We want to extend \(f\) to a function \(f_o : \overline{A} \to \overline{\mathbb{R}} : \) Let \(x \in \overline{A}\) then

\[
f_o(x) := \min\{\liminf_{n \to \infty} f(x_n) : x_n \in A, x_n \to x\}
\]  

(4.1)

where the convergence of the sequences \((x_n)\) to \(x\) is subject to the topology of \(\overline{\mathbb{R}^m}\). Note that \(f_o\) need not be continuous, even when \(f\) is.

For example, if \(f(x) = e^x, x \in \mathbb{R}\), then \(f_o(-\infty) = 0\) and \(f_o(\infty) = \infty\). If \(f(x) = \sin x, x \in \mathbb{R}\), then \(f_o(-\infty) = f_o(\infty) = -1\).

Analogously, if \(F : I(A) \to \mathbf{I}\) is an inclusion function for \(f\), we want to extend \(F\) to an inclusion function \(F_o : I(\overline{A}) \to \mathbf{I}\) for \(f_o\), that is,

\[
\square f_o(Y) \subseteq F_o(Y) \text{ for any } Y \in I_\infty(A).
\]  

(4.2)

We do not need inclusions of \(f\) over boxes \(Z = Z_1 \times \ldots \times Z_m\) where any component \(Z_i\) is just \(\infty\) or \(-\infty\). Such cases are not considered in (4.2) and also in the following definition (4.3) which simplifies matters. Thus we define \(F_o\) by

\[
F_o(Y) := \overline{F(Y)} \text{ for } Y \in I_\infty(A).
\]  

(4.3)
We call $F$ and also $F_o$ non-wasteful if, given any $Y \in I_\infty(A)$, a partition of $A$ into bounded boxes exists, $A = \bigcup_{i \in J} B_i$, with $B_i \in I(A)$ and some index set $J$, such that

$$F(Y) \subseteq \bigcup_{i \in J} F(B_i).$$  \hfill (4.4)

(4.4) is necessary for getting reasonable convergence properties. It is a very natural condition, since each programmer would automatically construct non-wasteful inclusions.

For example, let $f(x) = x_1^2 + x_2$, $x \in \mathbb{R}^2$, then $F(Y) = Y_1^2 + Y_2$, $Y \in I_\infty^2$, is non-wasteful. If $f(x) = \sin x$, $x \in \mathbb{R}$, $F(Y) = [-1, 1]$, if $Y \in I$, and $F(Y) = [-2, 2]$, if $Y \in I_\infty \setminus I$, then $F$ is wasteful. That the compact hull in (4.4) is necessary is best made clear by another example: Let $A = (-\infty, 0]$, and $f : A \rightarrow \mathbb{R}$ be defined by $f(x) = e^x$. If $Y = (-\infty, a], a < 0$, then $\square f(Y) = (0, e^a]$ is not an interval belonging to $I$ or $I_\infty$. This fact has to be considered when an inclusion function is constructed: Let $F(Y) := \overline{\square f(Y)}$ for $Y \in I_\infty(A)$ then $F$ is non-wasteful but $F(Y) \subseteq \bigcup_{i \in J} F(B_i)$ does not hold for any partition provided.

Since there is no danger of misunderstanding we also write $f$ and $F$ instead of $f_o$ and $F_o$ in the sequel.

Using the notation just introduced, the global unconstrained optimization problem over unbounded domains can be written down concisely as follows:

Let $X \in I_\infty^m$ and $f : X \rightarrow \mathbb{R}$ be continuous. The problem to be solved is

$$\min_{x \in X} f(x).$$  \hfill (4.5)

This means that we expect the program to find out whether the minimum exists or not. If the minimum does not exist we want to know whether $f$ is unbounded from below or not. The unbounded problem, (4.5), is first reduced to the compactified problem, which is

$$\min_{x \in \overline{X}} f(x).$$  \hfill (4.6)

This minimum always exists if the extension of $f$ on $\overline{X}$ is defined via (4.1).
The Algorithm over Unbounded Domains

It is now necessary to introduce a width for unbounded boxes in order to define the global optimization algorithm for unbounded domains. This width may be defined in a variety of ways resulting in formulas of greater or lesser complexity. We do not expect our formula to be either elegant or of theoretical interest (like the chordal-distance on the Riemann sphere); however, it must be simple and appropriate for our purposes. Our formula depends on a global parameter $\lambda$ which the user or programmer may choose, such that the global minimizers are suspected to lie in the box $[-\lambda, \lambda]^m$. This choice of $\lambda$ which will also influence the bisection process, forces areas outside of $[-\lambda, \lambda]^m$ to be cut off as soon as possible. If the user has no conjecture as to the location of the minimizers and if he does not assign a value to $\lambda$, then our program version sets $\lambda := 10$. If the choice of the user is wrong, the program is still correct but it is then slower.

The width of an unbounded box $Y = Y_1 \times \ldots \times Y_m \in \mathbb{I}^m$ is defined as follows. Let $0 < \lambda < \infty$ and $a \in \mathbb{R}$. Then

$$w([a, \infty]) := \begin{cases} 
\lambda^2/a & \text{if } a \geq 10^{-10}, \\
\max (1, \lambda^2) & \text{otherwise},
\end{cases}$$

$$w([-\infty, a]) := w([-a, \infty]),$$

$$w([-\infty, \infty]) := \lambda^2 10^{11}, \quad w([\pm \infty, \infty]) = 0,$$

$$w(Y) := \max_{i=1, \ldots, n} w(Y_i).$$

The bisection cuts the boxes through the midpoint. According to our intention not to dissect $[-\lambda, \lambda]^m$ too early, the midpoint of unbounded boxes will also be made dependent on $\lambda$. Let $a \in \mathbb{R}$ and $Y \in \mathbb{I}^m$. Then we set

$$\text{mid } [a, \infty] := \begin{cases} 
\lambda & \text{if } a \leq \lambda, \\
2a & \text{if } \lambda < a \leq 3\lambda, \\
10a & \text{if } 3\lambda < a,
\end{cases}$$

$$\text{mid } [-\infty, a] := -\text{mid } [-a, \infty]$$

$$\text{mid } Y := (\text{mid } Y_1, \ldots, \text{mid } Y_m)^T.$$ 

If, for example, $\lambda = 10$, then the interval $[30, \infty]$ is bisected into $[30, 60]$ and $[60, \infty]$.

We are now ready to establish the prototype algorithm for unbounded domains as follows:
Algorithm 5 shall be syntactically equal to Alg. 3 of Ch. 3, but now, unbounded compactified boxes $\mathbf{X}$ of $X \in \mathbb{R}^m$, and inclusion functions $F : \mathbf{I}(X) \to \mathbf{I}$ of the functions $f : \mathbf{X} \to \mathbb{R}$ are admitted as input data. We use the formulas for width and midpoint of unbounded compact boxes as they have just been introduced.

Algorithm 5 aims to determine the global minimum, $f^+$, and $X^+$, the set of global minimizers, of $f$ over $\mathbf{X}$.

Alg. 5 like Alg. 3 of Ch. 3 produces, at the $n$-th iteration, a list $L_n$ consisting of pairs $(Z_{ni}, z_{ni})$, $i = 1, \ldots, l_n$, where $l_n$ is the list length and $z_{ni} = 1bF(Z_{ni})$. The leading pair of $L_n$ is denoted by $(Y_n, y_n)$, and $(Y_n, \bar{y}_n)$ denotes a pair of $L_n$ satisfying $\bar{y}_n \leq z_{ni}$ for $i = 1, \ldots, l_n$. The function value $f_n \in \mathbb{R}$ is the lowest value of $f$ produced up to the $n$-th iteration. As before $U_n$ denotes the union of all boxes of $L_n$, i.e. $\bigcup_{i=1}^{l_n} Z_{ni}$, and again $(U_n)$ is a nested sequence.

### 4.3 Convergence Properties

In this section, practically reasonable assumptions are looked for under which Alg. 5 converges to the solution set of the compactified problem, (4.6). This solution is used to derive the originally required solution, of (4.5). Termination criteria are touched upon briefly.

First of all,

$$w(Y_n) \to 0 \text{ as } n \to \infty.$$  \hspace{1cm} (4.7)

The proof is similar to the proof for the bounded case in Sec. 3.4 and is suppressed. Also, from the execution of Alg. 5, we have

$$\bar{y}_n \leq f^+ \leq f_n \text{ for all } n.$$  \hspace{1cm} (4.8)

In order to describe the convergence of $U_n$ to $X^+$ we extend the Hausdorff-distance, $d$, as it is introduced in Sec. 3.2, to compact subsets of $\mathbb{R}^m$ and denote this extension by $d$ as well. Let $a = (a_1, \ldots, a_m) \in \mathbb{R}^m$, and $A, B$ be compact subsets of $\mathbb{R}^m$. We define

$$d_o(a, B) := \min_{b \in B} \left( \sum_{i=1}^{m} w(\min (a_i, b_i), \max (a_i, b_i))^2 \right)^{\frac{1}{2}},$$

$$d_o(A, B) := \max_{a \in A} d_o(a, B),$$

$$d(A, B) := \max \{d_o(A, B), d_o(B, A)\}.$$
Convergence Properties

The above formula should not astonish the reader. It is simply a means for making the convergence mentioned precise and controllable. We write $A_n \to B$ instead of $d(A_n, B) \to 0$ in the sequel. Clearly, if $d(A, B) = 0$ then $A = B$.

Let again $X \in \mathcal{F}_m$, $f : \overline{X} \to \overline{R}$ and $F : \overline{I}(X) \to \overline{I}$ be an inclusion function of $f$. If Alg. 5 is applied to $\overline{X}$ and $F$ then the behavior and the output are completely described by:

If

$$w(F(Y)) \to 0 \text{ as } w(Y) \to 0, \text{ for } Y \in \overline{I}(X),$$

then $f_n - \bar{y}_n \to 0$ and $U_n \to X^+$ as $n \to \infty$. This proposition is true because the corresponding proposition in the bounded case, cf. Ch. 3, depends on compactness and a few properties of the width, and the bounded case can thus be carried straight over to the compactified case.

The assumption (4.9) is, however, too restrictive. Let, for example, $f(x) = \cos x$ and $F(Y) = \Box f(Y)$. Owing to (4.1), (4.3), the extension to $\overline{R}$ gives $f(\pm \infty) = -1, F(\overline{Y}) = [-1, 1]$ if $\pm \infty \in \overline{Y}$. The global minimum of $f$ over $\overline{R}$ is $f^+ = -1$, the global minimizers are $\pi + 2k\pi (k = 0, \pm 1, \ldots)$ and $\infty, -\infty$, but condition (4.9) is not satisfied.

Fortunately, assumption (4.9) can be weakened to

$$w(F(Y)) \to 0 \text{ as } w(Y) \to 0, \text{ for } Y \in \overline{I}(X),$$

if non-wasteful inclusion functions are used. Then again only bounded boxes $Y$ are involved. (4.10) holds for the function $F$ of the example just mentioned.

Let $X \in \mathcal{F}_m$, let $f : \overline{X} \to \overline{R}$ satisfy (4.1) and let $F : \overline{I}(X) \to \overline{I}$ be a non-wasteful inclusion function of $f$ satisfying (4.3). Then (4.6) has a solution, i.e. $X^+ \neq \emptyset$, and $f^+$ exists. If Alg. 5 is applied to $F$ and $\overline{X}$, then the following holds for the output data:

**Theorem 11** If (4.10) holds then, as $n \to \infty$,

(i) $f^+ - \bar{y}_n \to 0$ as well as $f^+ - y_n \to 0$,

(ii) $f_n - f^+ \to 0$,

(iii) $U_n \to X^+$. 
Proof. (i) We show that \( f^+ - \bar{y}_n \to 0 \). The second assertion, \( f^+ - y_n \to 0 \), will follow from (ii), since \( \bar{y}_n \leq y_n \leq f_n \) holds for any \( n \).

If \( f^+ = -\infty \) then \( \bar{y}_n = f^+ \) because of (4.8). Let \( f^+ \in \textbf{R} \). We focus on the \( n \)-th iteration for a moment. Since \( F \) is non-wasteful, we have

\[
F(\bar{Y}_n) = \overline{\bigcup_{i \in J_n} F(B_{ni})}
\]

for some partition \( \bar{Y}_n \cap \textbf{R}^m = \bigcup_{i \in J_n} B_{ni} \). Since \( \bar{y}_n = \text{lb}F(\bar{Y}_n) \) and since \( f^+ \in F(B_{ni}) \) or \( f^+ < \text{lb}F(B_{ni}) \) for any \( i \in J_n \), the following choice is possible:

If \( \bar{y}_n = -\infty \) we choose \( B_{ni_n}, i_n \in J_n \), such that

\[
\text{lb}F(B_{ni_n}) < f^+ - 2^n. \tag{4.11}
\]

If \( \bar{y}_n \in \textbf{R} \) we choose \( B_{ni_n}, i_n \in J_n \), such that either \( \bar{y}_n \in F(B_{ni_n}) \) or both \( \text{lb}F(B_{ni_n}) - \bar{y}_n < 2^{-n} \) and \( |\text{lb}F(B_{ni_n}) - f^+| < 2^{-n} \) hold.

Now, (4.7) implies \( w(B_{ni_n}) \to 0 \). Since \( B_{ni_n} \in \textbf{I}(X) \), we can apply assumption (4.10) and get \( w(F(B_{ni_n})) \to 0 \). Comparing this property with (4.11) we see that \( \bar{y}_n \in \textbf{R} \) holds for sufficiently large \( n \), which means that \( \bar{y}_n \to f^+ \).

(ii) We have to show that \( f_n \searrow f^+ \). Let us, however, assume that \( f_n \searrow \alpha \) for some \( \alpha > f^+ \). Since \( f^+ = f(x^+) \) for some \( x^+ \in X^+ \) and since \( f \) satisfies (4.1) there exists a sequence \( (\xi_k) \), \( \xi_k \in X \subseteq \textbf{R}^m \) such that

\[
\xi_k \to x^+ \text{ and } f(\xi_k) \to f(x^+) \text{ as } k \to \infty.
\]

Let \( k \) be fixed such that \( f(\xi_k) < \alpha \). There exists a sequence \( (Z'_n) \) with \( \xi_k \in Z'_n \) and \( Z'_n \) belonging to \( L_n \), for any \( n \). The existence of \( (Z'_n) \) is guaranteed since \( \xi_k \) is never excluded by the midpoint test. (4.7) implies \( w(Z'_n) \to 0 \), and further \( Z'_n \to \xi_k \). Thus, \( Z'_n \in \textbf{I}(X) \), for sufficiently large \( n \). We can apply (4.10) and get \( w(F(Z'_n)) \to 0 \) and \( F(Z'_n) \to f(\xi_k) \). For some large \( n \) we thus have \( \text{ub}F(Z'_n) < \alpha \). Since \( f_n \leq \text{ub}F(Z'_n) \), we have a contradiction.

(iii) The assertion is proven when we have shown that \( X^+ \subseteq U_n \) for any \( n \) and that \( \bigcap_{n=1}^\infty U_n \subseteq X^+ \). According to the construction of Alg.
5, $X^+ \subseteq U_n$ is obvious. It remains to show that
\[ x \in U_n, \text{ for all } n, \text{ implies } x \in X^+. \]
We assume that $f(x) > f^+$ in order to get a contradiction. Since $x$ occurs in every list, a sequence $(Z'_n)$ exists where $x \in Z'_n$ and $Z'_n$ belongs to $L_n$. Since $F$ is non-wasteful a partition of $Z'_n \cap \mathbb{R}^m$ exists, $Z'_n \cap \mathbb{R}^m = \cup_{i \in J_n} B_{n_i}$, corresponding to the definition of a non-wasteful inclusion function. If $Z'_n \in \mathbf{I}(X)$, set $Z'_n = B_n = B_{n_i}$. Otherwise choose $i_n \in J_n$ such that \( \text{lb}(B_{n_{i_n}}) \leq F(Z'_n) \) or that \( \text{lb}(B_{n_{i_n}}) \) is asymptotically close to \( F(Z'_n) \).

Since $w(Z'_n) \to 0$, it follows that $Z'_n \to x$ and thus $B_{n_{i_n}} \to x$. Let $\xi_n \in B_{n_{i_n}}$ then $f(\xi_n) \to \alpha$ for some $\alpha \geq f(x)$ due to (4.1).

$w(B_{n_{i_n}}) \to 0$ implies $w(F(B_{n_{i_n}})) \to 0$ and further, $F(B_{n_{i_n}}) \to \alpha$ and $\text{lb}(B_{n_{i_n}}) \to \alpha$. From the choice of $B_{n_{i_n}}$ it follows that also \( \text{lb}(Z'_n) \to \alpha \). By (ii), we have $f_n < f(x) \leq \alpha$ for large $n$ such that $Z'_n$ and thus $x$ is discarded by the midpoint test. This gives the contradiction. \( \square \)

**Remark.** It is important that the midpoint test is done via the leading boxes, $Y_n$, and not via $\bar{Y}_n$ which may be promising since $\bar{Y}_n$ delivers the lowest lower bound, $\bar{y}_n$. But, when doing so, parts of Theorem 11 cannot be proven.

Condition (4.10) is too restrictive for functions which have unbounded ranges. Let, for example, $f(x) = x^2$ and $F(Y) = Y^2$ be an inclusion function. Although $F$ is an optimum inclusion function because of $F(Y) = \Box f(Y)$ and although the assertions (i) to (iii) of Theorem 11 are satisfied, condition (4.10) does not hold. In such cases the condition
\[ w(F(Y)) - w(\Box f(Y)) \to 0 \text{ as } w(Y) \to 0, \]
for $Y \in \mathbf{I}(X)$, could be appropriate. In practice, however, this condition is too difficult to verify. Therefore we establish a condition with which we have obtained the best practical results. It combines theoretical as well as practical requirements where the computer may verify the latter for us.
Let $X \in \mathbf{I}^m$, $f : X \to \mathbb{R}$, and an inclusion function $F : \mathbf{I}(X) \to \mathbf{I}$ of $f$ be given. We assume that for any given $Z \in \mathbf{I}(X)$

$$w(F(Y)) \to 0 \text{ as } w(Y) \to 0 \text{ for } Y \in \mathbf{I}(Z).$$

(Condition (4.12) is very general and not at all restrictive. If, for instance, $f$ is continuous and programmable and if $F$ is constructed via natural interval extensions (cf. Sec. 4.5) then (4.12) is already satisfied.) Then (4.6) has a solution, i.e. $X^+ \neq \emptyset$, and $f^+$ exists. If Alg. 5 is applied to $F$ and $X$ then the following holds for the output data:

**THEOREM 12** If (4.12) holds and if there exists a number $n$ such that the list $L_n$ contains only bounded boxes, that is, boxes of $\mathbf{I}^m$, then the propositions (i), (ii), and (iii) of Theorem 11 are valid.

**Proof.** Let $Z$ be the smallest box of $\mathbf{I}^m$ which contains the boxes of $L_n$. That means $X^+ \subseteq U_n \subseteq Z$, due to Alg. 5. We can now think of $L_n$ as a list created by applying Alg. 3 of Ch. 3 to $f, F,$ and $Z$, such that the assertion of the theorem follows from the results of Ch. 3. □

**Example.** Let us consider the well-known six hump camel back function,

$$f(x) = 4x_1^2 - 2.1x_1^4 + \frac{x_1^6}{3} + x_1x_2 - 4x_2^2 + 4x_2^4, \quad x \in X = \mathbb{R}^2.$$

We compare two inclusion functions, $F$ and $F_1$, for $f$ over $X$,

$$\begin{align*}
F(Y) &:= 4Y_1^2 + Y_1^4(Y_1^2/3 - 2.1) + Y_1Y_2 + 4Y_2^2(Y_2^2 - 1), \\
F_1(Y) &:= 4Y_1^2 - 2.1Y_1^4 + \frac{Y_1^6}{3} + Y_1Y_2 - 4Y_2^2 + 4Y_2^4,
\end{align*}$$

for $Y \in \mathbf{I}^m(X)$. We have

$$F(Y) := F(F(Y)), \quad F_1(Y) := F_1(F(Y)).$$

Neither $F$ nor $F_1$ satisfies (4.10). Both $F$ and $F_1$ satisfy (4.12). If Alg. 5 is applied to $f$ (using (4.1)), $X$ and $F$ then, after a few iterations, the lists $L_n$ do not contain any unbounded boxes. This is not the case if $F_1$ is used instead of $F$. The assumptions of Theorem 12 are therefore computationally verified for $F$, but not for $F_1$.

**Remarks.** (1) It is difficult to present precise conditions for inclusion functions to satisfy the bounded box assumption of Theorem 12.
Convergence Properties

In practice, $F$ satisfied this assumption if $F$ was constructed using the following recipe: Let $F$ be so that $-\infty \not\in F(Y)$ for all boxes $Y = Y_1 \times \ldots \times Y_m \in \mathbf{I}_\infty(X)$, where $Y_i = (-\infty, -a]$ or $Y_i = [a, \infty)$, for some arbitrarily large real $a > 0$.

(2) Alg. 5 might work well even for problems having convergence properties which are not covered by any convergence theorem, which is mainly the case if $f$ is not continuous. The reason for this behavior is that the unions, $U_n$, always form a nested sequence, where $X^+ \subseteq U_n$, and that $(f^- - \tilde{y}_n)$ is always a monotonically decreasing sequence where $\tilde{y}_n \leq f^+ \leq f_n$. It is not too unlikely that $U_n$ or $f_n - \tilde{y}_n$ will be small enough for some reasonable $n$ to establish reasonable solutions of problem (4.6).

Termination criteria. Theorems 11 and 12 suggest three kinds of termination criteria. They shall only be dealt with superficially since they are almost the same as in the bounded case, cf. Sect. 3.10.

Criterion A: Terminate when $f_n - \tilde{y}_n < \epsilon$. This gives an approximation of $f^+$ and an error estimate.

Criterion B: Terminate when $\lambda(U_n) < \epsilon$, where $\lambda$ is any "measure" of $\mathbf{R}^m$. For example, $\lambda(Y) := w(Y_1) \times \ldots \times w(Y_m)$ if $Y = Y_1 \times \ldots \times Y_m \in \mathbf{I}_n$ and $\lambda(U_n) := \sum_{i=1}^n \lambda(Z_{ni})$, if $U_n = \bigcup_{i=1}^n Z_{ni}$. This criterion only works if the measure of $X^+$ is 0.

Criterion C: Terminate when $w(Z_{ni}) < \epsilon$ for all $Z_{ni}$ of $L_n$.

Let us return to the problem (4.5) originally posed. Its solution can easily be derived from the solution of the compactified problem, (4.6). The solutions of (4.6) are denoted by $X^+, f^+$, and the solutions of (4.5) by $X^*, f^*$ if they exist. Therefore, Alg. 5 is appropriate to solve (4.5) via (4.6) if the following theorem is used:

**THEOREM 13** (i) If $f^+ = -\infty$ then (4.5) has no solution, and $f$ is unbounded from below in $X$. 

(ii) If \( f^+ \in \mathbb{R} \) and if \( X^* := X^+ \cap \mathbb{R}^m \) is non-empty then \( X^* \) and \( f^* = f^+ \) is the solution of (4.5). If \( X^* = \emptyset \) then (4.5) has no solution but \( f \) is bounded from below, and \( f^+ = \liminf_{x_n \to x^+} f(x_n), \ x_n \in X \) and \( x^+ \in X^+ \).

Proof. Obvious. □

Example. Case (i): \( f(x) = x \) will do it. Case (ii): \( f(x) = \cos x \) has solutions \( X^* = \{(2k + 1)\pi : k = 0, \pm 1, \ldots \}, X^+ = X^* \cup \{\infty, -\infty\} \) and \( f^* = f^+ = -1 \). Further \( f(x) = e^x \) has no solution w.r.t. (4.5), but \( X^+ = \{-\infty\} \) and \( f^+ = 0 \).

4.4 The Monotonicity Test

The monotonicity test, cf. Sec. 3.12, is a very effective tool for discarding boxes from the lists of interval optimization algorithms. It is even more important in the unbounded case, as functions defined on unbounded domains are frequently strictly monotone (with respect to some coordinate direction) for large values of the variables - like polynomials. Such areas contain no minimizers and can be discarded from the lists. The unbounded case is thus reduced to the bounded one. Therefore we recommend that the monotonicity test be incorporated in the algorithm whenever possible. This test is best positioned between Steps 6 and 7 of the algorithm. Another feature of the monotonicity test with respect to the unbounded case is dealt with in Sec. 4.6.

Let \( X \in \text{I}_m^\infty, f : X \to \mathbb{R}, \) let \( \frac{\partial f(x)}{\partial x_i} \) or \( \partial f_i(x) \) be the \( i \)-th component of the gradient or the generalized gradient, resp., of \( f \) at \( x \).

The generalized gradient of \( f \) at \( x \) was defined as

\[
\partial f(x) = \text{conv} \ \{\lim_{n \to \infty} f'(x_n) : x_n \to x, x_n \notin S \cup \Omega\} \quad (4.13)
\]

if at least one limit did exist, cf. Sec. 2.7. Again, conv denotes the convex hull, \( f'(x_n) \) the gradient of \( f \) at \( x_n, \Omega \) the set of points in some neighborhood of \( x \) at which \( f \) is not differentiable, and \( S \) any set of Lebesgue measure 0.
The Monotonicity Test

Let \( \partial f \) or \( f' \) exist in \( X \) and let \( F_i : \mathbf{I}(X) \to \mathbf{I} \) be an inclusion function of \( \frac{\partial f}{\partial x_i} \) or of \( \partial f_i \) in the sense that

\[
\frac{\partial f(x)}{\partial x_i} \in F_i(Y) \quad \text{or} \quad \partial f_i(x) \in F_i(Y)
\]

for any \( x \in Y \cap \mathbb{R}^m, Y \in \mathbf{I}(X) \). We set \( Y_i = [a_i, b_i] \in \mathbf{I} \) and \( X_i = [c_i, d_i] \in \mathbf{I} \). Further, let \( Y(i/s) \) for \( s \in Y_i \) denote that box which arises from \( Y \) by replacing \( Y_i \) with \( s \) (or more precisely, with \([s, s]\))

Then the monotonicity test, modified to operate on the unbounded case, consists of the following two parts (and it is primarily destined to handle the boxes \( Y = V_1, V_2 \) which arise by bisection in Step 6 of 5):

**TEST 1** Test for strictly monotone increasing: For some \( i = 1, \ldots, m \), if \( 0 < \text{lb} F_i(Y) \) then

(i) if \( c_i < a_i \) then discard \((Y, y)\) from the list,

(ii) if \( c_i = a_i \in \mathbb{R} \) then replace \((Y, y)\) with the pair \((Y', y')\) where

\[
Y' = Y(i/a_i) \quad \text{and} \quad y' = \text{lb} F(Y'),
\]

(iii) if \( a_i = -\infty \) then terminate Alg. 5 (since \( f^+ = -\infty \) such that

problem (4.5) has no solution).

**TEST 2** Test for strictly monotone decreasing: For some \( i = 1, \ldots, m \), if \( \text{ub} F_i(Y) < 0 \) then

(i) if \( b_i < d_i \) then discard \((Y, y)\) from the list,

(ii) if \( b_i = d_i \in \mathbb{R} \) then replace \((Y, y)\) with the pair \((Y', y')\) where

\[
Y' = Y(i/b_i) \quad \text{and} \quad y' = \text{ub} F(Y'),
\]

(iii) if \( b_i = -\infty \) then terminate Alg. 5 (since \( f^+ = -\infty \) such that

problem (4.5) has no solution).

Remarks. (1) It is a consequence of a termination by (iii) that only one global minimizer of \( X^+ \) is found. But, this is sufficient to guarantee the unsolvability of (4.5), cf. Theorem 13.
(2) It is favorable to admit $\pm\infty$ as values of the limits in the definition of the generalized gradient, (4.13). This is shown in the following example where even the bounded case is improved.

**Example.** Let the semicircle

$$f(x) = (1 - x^2)^{1/2}$$

be defined on $X = [-1, 1]$. It is obvious that $X^* = \{-1, 1\}$ and that $f^* = 0$. Standard methods of global optimization have difficulties in obtaining this result, since $f'(x) \to \mp\infty$ as $x \to \pm1$.

We applied Alg. 5 with monotonicity test to this problem, using the extended generalized gradient as mentioned in Rem. (2). We took

$$F(Y) = (1 - Y^2)^{1/2} \text{ and } F'(Y) = -Y(1 - Y^2)^{1/2}$$

as inclusion functions for $f$ and $\partial f$, resp., and got the exact result after 3 iterations. $F(Y)$ has been computed via an infinite interval arithmetic as described in the next section. The 3 iterations were the following: List $L_1$ contained $X$ only, $L_2$ contained $[-1, 0]$ and $[0, 1]$, and finally, $L_3$ contained $Z_1 = [-1, -1/2]$, $Z_2 = [-1/2, 0]$, $Z_3 = -Z_2$, $Z_4 = -Z_1$. Now, $Z_1$ and $Z_4$ were replaced with the exact minimizers, $\pm 1$, by the monotonicity test, and $Z_2$ and $Z_4$ were discarded by the midpoint test.

### 4.5 Arithmetic in $I_\infty$

This section develops a calculus of how to practically find the inclusions which are necessary for Alg. 5 to run. In contrast to the former sections, we no longer focus on topological properties (convergence), but we are now interested in a practicable arithmetic. The simplest way to get the inclusions for Alg. 5 is, first, to develop a calculus in $I_\infty$ and to construct inclusion functions with respect to $I_\infty^n$, and second, to extend these inclusion functions to $I^n$ by means of (4.3) and (4.4). That is, we admit only non-wasteful inclusion functions which, after all, is the natural way to deal with these problems.
The arithmetic in \( \mathbb{I}_\infty \) is one with minimum requirements but adjusted for our purpose. As opposed to Kahan's (1968) or Laveuve's (1975) arithmetic the values \( \pm \infty \) are not accepted as points of intervals but they are used as boundaries of intervals. For instance, \( \infty \not\in [0, \, \infty) \in \mathbb{I}_\infty \). The transition to the case where \( \pm \infty \) are points of intervals is done via the compactification, like \( \infty \in [0, \, \infty] \in \bar{\mathbb{I}} \). Thus, if \( A, B \in \mathbb{I}_\infty \) and if the product \( AB \) is to be defined, we need not take care of cases such as \( 0 \in A, \infty \in B \) which would involve defining inclusions for \( 0\infty \). This would inflate the arithmetic too much. We can therefore just set \( 0[0, \, \infty) = \{xy : x \in \mathbb{R}, y \in \mathbb{R}, x = 0, 0 \leq y < \infty\} = 0 \), in contrast to other infinite arithmetics.

Let \( A, B \in \mathbb{I}_\infty \). We expect our arithmetic in \( \mathbb{I}_\infty \) to satisfy

\[
A \ast B = \{a \ast b : a \in A, b \in B\} 
\] (4.14)

if \( \ast \) stands for \(+, -, \) and \( \cdot \), and \( A/B \) to be the smallest interval of \( \mathbb{I}_\infty \)
or to be the union of the two smallest intervals of \( \mathbb{I}_\infty \) such that

\[
A/B \supseteq \{a/b : a \in A, b \in B, b \neq 0\}. \tag{4.15}
\]

The case \( A/0 \) is excluded. (As usual, we write \( a \) instead of \([a, a]\) for brevity.)

For example, \( 1/[1, \infty) = [0, 1] \), but \( \{1/b : b \in [1, \infty)\} = (0, 1] \not\subseteq \mathbb{I}_\infty \). Or, \( 1/[-1, 1] = (-\infty, -1] \cup [1, \infty) \). This means that \( \mathbb{I}_\infty \) is not closed with respect to division. We do not worry about that and split up the union that occurs into two intervals of \( \mathbb{I}_\infty \) and process the two intervals separately as long as necessary. For example,

\[
Y := 1/[-1, 1] + [0, 2]/[1, 2]
\]

may be evaluated in the following manner: Owing to our previous example and since \([0, 2]/[1, 2] = [0, 2] \), we split up the addition,

\[
Y = 1/[-1, 1] + [0, 2] = ((-\infty, -1] + [0, 2]) \cup ([1, \infty) + [0, 2]) \\
= (-\infty, 1] + [1, \infty) = \mathbb{R} \in \mathbb{I}_\infty.
\]

In order to establish formulas for (4.14) and (4.15) which are usable, we introduce the following notation which avoids distinctions according
to compact and non-compact intervals: Let \( a, b \in \mathbb{R}, a \leq b \). We set

\[
< a, b > := \begin{cases} 
[a, b] & \text{if } a, b \in \mathbb{R}, \\
(-\infty, b] & \text{if } a = -\infty, b \in \mathbb{R}, \\
[a, \infty) & \text{if } a \in \mathbb{R}, b = \infty, \\
(-\infty, \infty) & \text{if } a = -\infty, b = \infty.
\end{cases}
\]

Let now \( < a, b >, < c, d > \in \mathbb{I}_\infty \). Then (4.14) and (4.15) are equivalent to

\[
\begin{align*}
< a, b > + < c, d > &= < a + c, b + d >, \\
< a, b > - < c, d > &= < a - d, b - c >, \\
< a, b > < c, d > &= < \min(ac, ad, bc, bd), \\
& \quad \max(ac, ad, bc, bd) >,
\end{align*}
\]

\( \begin{cases} 
1/ < c, d > = [1/d, 1/c] & \text{if } 0 \not\in < c, d >, \\
1/ < 0, d > = [1/d, \infty) & \text{if } d \neq 0, \\
1/ < c, 0 > = (-\infty, 1/c] & \text{if } c \neq 0, \\
1/ < c, d > = (-\infty, 1/c] \cup [1/d, \infty) & \text{if } c < 0 < d, \\
< a, b > / < c, d > &= < a, b > (1/ < c, d >) \\
& \text{if } < c, d > \neq 0.
\end{cases}\]  

(4.17)

Formulas (4.16) and (4.17) are only then well defined when an arithmetic for the boundaries \( a, b, c, d \) is given for the case that they are not finite. This is the usual one:

\[
\begin{align*}
\mp \infty \mp \infty &= \mp \infty, \\
a \mp \infty &= \mp \infty + a = \mp \infty & \text{if } a \in \mathbb{R}, \\
0(\mp \infty) &= (\mp \infty)0 = 0, \\
\pm(\mp \infty) &= \mp \infty, \\
- (\mp \infty) &= \pm \infty, \\
an(\mp \infty) &= (\mp \infty)a = (\text{sgn } a)(\mp \infty) & \text{if } a \neq 0, a \in \mathbb{R}, \\
a/\infty &= 0 & \text{if } a \in \mathbb{R}.
\end{align*}
\]

(Expressions such as \( 0/0, a/0, \infty - \infty \), etc., do not occur in (4.16) and (4.17) and need not be defined.)

**Example 1.** \((-\infty, 1] + [2, \infty) = (-\infty, \infty) = \mathbb{R}\).

**Example 2.**

\([0, 1][-\infty, 0] = \min(0, 0, -\infty, 0), \max(\ldots) = (-\infty, 0].\)
**Arithmetic in \( I_\infty \)**

If \( f : D \to \mathbb{R}, \ D \subseteq \mathbb{R}^k \) is a function pre-declared in the program-ning language used (like \( \sin, \cos \), etc.) and if \( Y \in \mathbb{I}_\infty^k \) then the *natural interval extension of \( f \) to \( Y \)* denoted by \( f(Y) \) is defined as the smallest interval of \( I_\infty \) such that

\[
f(Y) \supseteq \square f(Y \cap D).
\]

(4.18)

Practically, this definition causes no difficulties at all since the monotonicity domains of the functions usually pre-declared are well known such that the range of \( f \) over \( Y \cap D \) can be determined easily. Thus, if \( < a, b > \in I_\infty \),

\[
\begin{align*}
\sin < a, b > & = \square \sin < a, b >, \\
\cos < a, b > & = \square \cos < a, b >, \\
\exp(< a, b >) & = < \exp(a), \exp(b) >, \text{ when } \exp(-\infty) := 0, \\
\ln(< a, b >) & = \square \ln(< a, b > \cap (0, \infty)), \\
sqr(< a, b >) & = \square \sqr(< a, b >), \\
sqrt(< a, b >) & = \square \sqrt{< a, b > \cap [0, \infty)}.
\end{align*}
\]

etc.

Therefore, a natural interval extension of any programmable function \( f \) over \( Y \in I_\infty(X), X \in I_\infty^k \), can be defined recursively via (4.14), (4.15) and (4.18), in the same way as a function value \( f(x) \) is defined recursively via the basic functions (arithmetic operations, pre-declared functions) - for example, by means of a computer code. The recursive representation of programmable functions is treated in detail by McCormick (1983), Rall (1981), and others. See also Sec. 2.6.

**Example 3.** If \( f(x) = 1/(|\sin x| + |\cos x|) \) and if \( Y = \mathbb{R} \) then the natural interval extension of \( f \) to \( \mathbb{R} \) is \( f(\mathbb{R}) = 1/(|\sin \mathbb{R}| + |\cos \mathbb{R}|) \)

\[
= 1/([0, 1] + [0, 1]) = 1/0, 2] = [1/2, \infty). \]

This result certainly depends on the representation chosen for \( f(x) \), cf. Sec. 2.6.

Why is it necessary to admit boxes \( Y \) in (4.18) which are not necessarily contained in the domain of \( f \)? The reason is that, at each step of a recursive evaluation of a natural interval extension, an overestimation of the range is possible such that the domain of the function of the
next recursive step can be exceeded. Such a superfluous overestimate is prevented in a natural way by the intersection \( Y \cap D \).

As we already mentioned before it is one of the most fascinating research areas of interval mathematics to find, given any function \( f : x \to \mathbb{R}, x \in \mathbb{I}^n \), an inclusion function \( F \) of \( f \) as good as possible; see Sec. 2.6. The same holds for functions \( f : X \to \mathbb{R}, X \subseteq \mathbb{I}^n \). In general, reasonable inclusion functions can be obtained by rearranging the given function expression of \( f(x) \) and then by taking the natural interval extension of the rearrangement. The theory of such rearrangements is beyond our scope, but we emphasize that sometimes such rearrangements are necessary in order to meet the bounded box assumption of Theorem 12, cf. also the Example and Remark 2 both following Theorem 12.

### 4.6 Realization on the Computer

Up to now there is no generally widespread programming language in which an infinite interval arithmetic is incorporated. This is, however, no real problem for a programmer. In our case, one has to be aware that both kinds of infinite intervals we deal with must be approximated by appropriate intervals on the computer.

A simple way which we used and which is consistent with the languages mentioned above is the following: Intervals of the form \([a, L] \) and \([-L, b] \) where \( L \) is the largest real number representable on the computer under consideration are chosen to approximate both kinds of infinite intervals. These intervals get a special treatment.

In order to be more precise, let \( \mathbb{R}_M \) be the set of machine representable real numbers. We assume that, for brevity, \(-L \) is the smallest real number representable on the machine. Let

\[
\mathbb{I}_M = \{ [a, b] : a, b \in \mathbb{R}_M, \ a \leq b \}
\]

and

\[
\mathbb{I}_M = \{ [a, b] \in \mathbb{I}_M : a \neq -L, \ b \neq L \}.
\]

We call the intervals of \( \mathbb{I}_M \) the *machine-finite* intervals and the intervals of \( \mathbb{I}_M \setminus \mathbb{I}_M \) the *machine-infinite* intervals. Both kinds of intervals consti-
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tute the machine intervals. The machine-finite intervals are interpreted as usual as sets
\[ [a, b] = \{ x : a \leq x \leq b \}. \]
The machine-infinite intervals are interpreted in two different ways depending on their purpose.

If we deal with arithmetic matters, construction of inclusions, etc., we want to have
\[
[a, L] := \begin{cases} 
\mathbb{R} & \text{if } a = -L, \\
\{ x : a \leq x < \infty \} & \text{if } -L < a \leq L, a \in \mathbb{R}_M,
\end{cases}
\] (4.19)
\[
[-L, b] := \{ x : -\infty < x \leq b \} & \text{if } -L \leq b < L, b \in \mathbb{R}_M.
\]
If we deal with topological properties, with the execution of Alg. 5, etc., we interpret the machine-infinite intervals in \( \overline{\mathbb{I}} \) in the following manner:
\[
[a, L] := \begin{cases} 
\mathbb{R} & \text{if } a = -L, \\
\{ x : a \leq x \leq \infty \} & \text{if } -L < a \leq L, a \in \mathbb{R}_M,
\end{cases}
\] (4.20)
\[
[-L, b] := \{ x : -\infty \leq x \leq b \} & \text{if } -L \leq b < L, b \in \mathbb{R}_M.
\]
The situation seems involved but is not. It even has the great practical advantage that, when transmitting the inclusions \( F(Y) \) to \( F(\overline{Y}) \), the approximating machine intervals need not be changed. The step from \( F(Y) \) to \( F(\overline{Y}) \) is just the compactification step connecting the arithmetic construction with the topological treatment by Alg. 5 such that the final interpretation of the solution set of Alg. 5 is done via (4.20).

An arithmetic \( \ast \) in \( \overline{\mathbb{I}}_M \) where \( \ast \) stands for +, −, ·, and / is defined as follows: Let \( A, B \in \overline{\mathbb{I}}_M \) then \( A\ast B \) is the smallest interval of \( \overline{\mathbb{I}}_M \) or the union of the two smallest intervals of \( \overline{\mathbb{I}}_M \) such that
\[
A\ast B \supseteq A \ast B.
\] (4.21)
In case of division, \( B = 0 \) is excluded. The interpretation of the machine-infinite intervals is done via (4.19). The requirements (4.21) can be fulfilled easily. See Kulisch-Miranker (1981) for a general theory
of such requirements. It would be boring to give the precise instructions of how to implement (4.21) on the computer; rather, we give some examples,

\[
[-2, L] + [L, L] = [L - 2, L], \\
[2, L] - [-L, -2] = [-L, -4], \\
1/[1, 1] = [-L, -1] \cup [1, L].
\]

The approximation of the interval values for the functions pre-declared by intervals of $\tilde{I}_M$ is done analogously; for instance,

\[
\ln[-1, L] = [-L, L], \\
\sin[1, L] = [-1, 1],
\]

etc.

If, now, Alg. 5 runs on a machine then, after the computation is terminated, either the information $f^+ = -\infty$ (due to the monotonicity test) will be delivered or a machine interval $A \supseteq [\tilde{y}_n, f_n]$ and machine boxes $W_{ni} \supseteq Z_{ni}, i = 1, \ldots, l_n,$ will be the output data. Here $n$ is the final iteration index and $l_n$ is the length of the list $L_n$. In general, we get inclusions $A$ and $W_{ni}$ instead of $[\tilde{y}_n, f_n]$ and $Z_{ni}$ because of the common outward rounding when a machine interval arithmetic is used. Owing to the execution of Alg. 5, we have $f^+ \in [\tilde{y}_n, f_n]$ and $X^+ \subseteq W := \bigcup_{i=1}^{l_n} W_{ni}$.

Using (4.20) and Theorem 13, the output data of the computation with Alg. 5 have to be interpreted as follows in order to get the required solution of problem (4.5):

1. If $f^+ = -\infty$ then $f$ is unbounded from below and (4.5) has no solution.

2. If $A$ is machine-finite and $W_{ni} \in I^n_{M}, i = 1, \ldots, l_n$ (regular case), then problem (4.5) has a solution, $f^*$ and $X^*$, and

\[
f^* \subseteq A, \quad X^* \subseteq W.
\]

3. If $A$ is machine-infinite or if $W_{ni} \in I^n_M \setminus I^n_M$ for at least one $i \in \{1, \ldots, l_n\}$ then a decision has not been possible whether a
solution of (4.5) does exist or not. However, if a solution exists, $f^*$ and $X^*$, then

$$f^* \in A \cap \mathbb{R} \text{ and } X^* \subseteq W \cap \mathbb{R}^m.$$  

Considering 1., one notices that the result $f^+ = -\infty$ is sharp, although the points from $-\infty$ to $-L$ cannot be distinguished on the computer. This is due to the monotonicity test which asserts that, if $f$ is strictly monotonically increasing over the machine interval $[-L, a]$ representing $[-\infty, a]$, then, clearly, $f^+ = -\infty$, and no tolerance occurs.

### 4.7 Numerical Results

The following examples, taken from Ratschek-Voller (1988), were computed on an Apple IIe microcomputer. The programming language was PASCAL-SC.

**Example 1.** We consider the six hump camel back function, $f(x) = 4x_1^2 - 2.1x_1^4 + x_1^6/3 + x_1x_2 - 4x_2^2 + 4x_2^4$ for $x \in \mathbb{R}^2$. The inclusion function $F$ as described in the Example after Theorem 12 (Sec. 4.3) was used for larger boxes $Y$ and the meanvalue form (cf. Sec. 2.7) for $F$ for the boxes $Y$ which were machine-finite with $w(Y) \leq 1$. When the starting box was $\mathbb{R}^2$ resp. $[-L, L]^2$ we needed 213 iterations of Alg. 5 with the monotonicity test (which is about 426 interval function evaluations of $F(Y)$) in order to get the intended absolute accuracy of $10^{-6}$ for the solution, 

$$f^* \in -1.03162 \ 84535 \ 8 + [0, 5]10^{-11},$$

$$X^* \subseteq W_1 \cup W_2,$$

where

$$W_1 = [-8.98426 \ 8, -8.98414 \ 8]10^{-2}\times$$

$$[7.12655 \ 78, 7.12656 \ 98]10^{-1},$$

$$W_2 = -W_1.$$  

$W_1$ as well as $W_2$ contain exactly one global minimizer each (Moore-Ratschek (1987)).

By contrast, when Alg. 5 (also with monotonicity test) was applied to the same function with nearly the same inclusion function, but with
the bounded box $[-2.5, 2.5]^2$, then 163 iterations (about 326 evaluations of $F(Y)$) were required in order to get a comparable result.

**Example 2.** P. Wolfe’s (1975) function modified by Zowe (1985) is defined as

$$f(x) = \begin{cases} 
5(9x_1^2 + 16x_2^2)^{1/2} & \text{if } x_1 \geq |x_2|, \\
9x_1 + 16 |x_2| & \text{if } 0 < x_1 < |x_2|, \\
9x_1 + 16 |x_2| - x_1^9 & \text{if } x_1 \leq 0,
\end{cases}$$

where $x \in \mathbb{R}^2$. The only global minimizer of $f$ with respect to $\mathbb{R}^2$ is $x^* = (-1, 0)$ and $f^* = -8$. The function is convex, and $f$ fails to be differentiable only on the ray $x_1 \leq 0, x_2 = 0$. Zowe demonstrates that steepest descent with exact line search generates points convergent to the nonminimizer $(0, 0)$ when the starting point is chosen anywhere in the region $x_1 > |x_2| > (9/16)^2 |x_1|$.

Let $D_1 = \{x \in \mathbb{R}^2 : x_1 \geq |x_2|\}, D_2 = \{x \in \mathbb{R}^2 : 0 < x_1 < |x_2|\},$ and $D_3 = \{x \in \mathbb{R}^2 : x_1 \leq 0\}$. Let the functions $F_i : \mathbb{R}^2 \to \mathbb{I}, i = 1, 2, 3,$ be defined as

$$F_1(Y) := 5(9Y_1^2 + 16Y_2^2)^{1/2},$$

$$F_2(Y) := 9Y_1 + 16 |Y_2|,$$

$$F_3(Y) := 9Y_1 + 16 |Y_2| - Y_1^9.$$

We extend $f$ from $X = \mathbb{R}^2$ to $\overline{X} = \mathbb{R}^2$ by means of (4.1) and consider the following inclusion function $F$ of $f$ on $\overline{X}$: Let $Y \in \mathbb{I}_{\infty}(X), w(Y) \geq 1/2$. Then

$$F(Y) := \begin{cases} 
F_1(Y) & \text{if } Y \subseteq D_1, \\
F_2(Y) & \text{if } Y \subseteq D_2, \\
F_3(Y) & \text{if } Y \subseteq D_3, \\
F_i(Y) \cup F_j(Y) & \text{if } Y \subseteq D_i \cup D_j, Y \not\subseteq D_i, Y \not\subseteq D_j, i, j = 1, 2, 3, \\
\bigcup_{i=1}^3 F_i(Y) & \text{if } Y \not\subseteq D_j \cup D_k \text{for } j, k = 1, 2, 3,
\end{cases}$$

$$F(Y) := F(Y).$$

For $Y \in \mathbb{I}(X), w(Y) < 1/2$, we use the meanvalue form of $f$ on $Y$ as inclusion function value $F(Y)$, cf. Sec. 2.7, where inclusions of the generalized gradient instead of inclusions of the derivative are taken if no derivative is available.
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When Alg. 5 (with monotonicity test) was applied to $F$ and $\overline{X} = \mathbb{R}^2$, then 104 iterations (about 208 evaluations of $F(Y)$) were needed in order to determine the solutions $x^*$ and $f^*$ within an absolute accuracy of $2 \cdot 10^{-6}$.

**Example 3.** Let $X = [-1, 1] \times [-1, 1] \times [0, \infty) \subseteq \mathbb{R}^3$ and $f : X \rightarrow \mathbb{R}$ be defined by

$$f(x) = (1 - x_1^2)^{1/2} \cos x_3 + (1 - x_2^2)^{1/2}/(1 + x_3^2) + 2x_3e^{-x_1}.$$  

There exist 4 global minimizers of $f$ in $X$ having the coordinates $x_1 = \pm 1, x_2 = \pm 1, x_3 = 0$. The objective function, $f$, is differentiable in the interior of $X$, continuous - but not Lipschitz - on $X$. However, $f$ is generalized differentiable (when infinite values are admitted) on the edge of $X$ which contains the four minimizers, such that the monotonicity test can be performed and the meanvalue form of $f$ can be constructed when inclusions of the generalized gradients are used instead of inclusions of non-existing derivatives.

As inclusion function $F(Y)$ of $f$ on $\overline{X}$ (extended by means of (4.1)) the plain natural interval extension of $f$ on $Y$ was used if $Y \in I_\infty(X)$ or if $w(Y) \geq 1$ and further, $F(Y) = \overline{F(Y)}$, in these cases. For $Y \in I(X)$ and $w(Y) < 1$ the meanvalue form of $f$ on $Y$ was taken for $F(Y)$.

Alg. 5 (with monotonicity test) needed 31 iterations (which makes about 62 evaluations of $F(Y)$) in order to achieve the intended absolute accuracy of about $10^{-6}$ for $X^*$ and $f^*$. 
Chapter 5

Constrained Optimization

5.1 Introduction

It is frequently the case that a mathematical model of a system contains limitations on the acceptable values of the parameters of the system induced by the particular configuration considered. This is, for example, often the case in engineering design, chemical equilibrium calculations, agricultural models, economic models and so on. The limitations or constraints may be nonlinear. This leads to the most general global optimization topic, namely the global nonlinear constrained optimization problem.

In this chapter this general problem will be dealt with. We keep in mind that it is not our aim to discuss all possible or "best" methods for solving this problem. Rather we want to give a sample of how several interval and non-interval methods fit together and can be combined to an effective and reliable algorithm.

The reader may also have a look at the algorithms of Sengupta (1981), Hansen-Sengupta (1980), (1983), Hansen-Walster (1987a,b). These algorithms are interesting and highly sophisticated alternatives which try to process as much information as possible.

An effective procedure for the global constrained optimization problem will consist of

(i) the basic algorithm,
(ii) the accelerating devices.

The basic algorithm is mainly responsible for getting the solution of the problem or, at least, an approximate solution when the computation is done on a computer. The accelerating devices aim to get the solution or its approximation as fast as possible.

As in the unconstrained case, the midpoint test is included in the basic algorithm since this test is responsible for the fact that the solution can be obtained as sharply as desired. The midpoint test also speeds up the computation since it protects the algorithm from processing superfluous areas. Therefore the midpoint test should be applied as early as possible in the computation. Since the midpoint test can only be applied if feasible points are known we focus on methods which create primarily a feasible point. Therefore, the algorithm we discuss will consist of the following:

(a) an initial search for a feasible point,

(b) starting from a feasible point a search is initiated for a local minimum or for feasible points with lower values of the objective function,

(c) the basic algorithm which mainly consists of the exhaustion principle (areas are exhausted that cannot contain the solution) which needs no differentiability assumptions,

(d) if appropriate differentiability or generalized differentiability conditions are given then gradient methods or Newton techniques can be applied to discover areas where the function is monotone, or to localize local minimizers.

The chapter is organized in the following manner. The global constraint minimization problem is defined and the notation is given (Sec. 5.2). An algorithm for finding the feasible domain is given (Sec. 5.3). An exact solution cannot be found in some cases owing to the algorithmic approach. In order to overcome the related difficulties a relaxed algorithm is established (Sec. 5.4). The algorithm for finding a feasible domain is combined with the basic algorithm for the unconstrained
Problem Statement

For convenience we repeat some of the definitions of Sec. 1.2. Let $X \in \mathbb{R}^n$ be the domain where the optimization problem is discussed. Let $f, g_i, h_j$ be real-valued functions defined on $X$, where $i = 1, \ldots, k$ and $j = k + 1, \ldots, r$. The global constrained optimization problem (better: minimization problem) consists of

(i) finding the minimum value, $f^*$, of $f$ over $X$ when the arguments $x$ satisfy the restrictions

$$g_i(x) \leq 0, \quad i = 1, \ldots, k \tag{5.1}$$

and

$$h_j(X) = 0, \quad j = k + 1, \ldots, r, \tag{5.2}$$

and of

(ii) finding the set $X^*$ of arguments $x^*$ satisfying (5.1), (5.2) and $f(x^*) = f^*$. Instead of (5.1) and (5.2) we sometimes prefer the vector notation, $g(x) \leq 0$ and $h(x) = 0$, where the constraint functions $g_i$ and $h_j$ are seen as components of the vector-valued functions $g : X \to \mathbb{R}^k$ and $h : X \to \mathbb{R}^{r-k}$.

$f$ is called the objective function of the problem; the conditions (5.1) and (5.2) are called the inequality constraints and the equality constraints of the problem. Accordingly, $g_i$ and $h_j$ are the inequality resp. equality constraint functions. The set $D$ of all $x \in X$ satisfying (5.1) and (5.2) is called the feasible set of the problem. The points of $D$ are called feasible points. Points which are not feasible are called
infeasible. An area which only consists of feasible [infeasible] points is called feasible [infeasible]. The value $f^*$ is called the global minimum and the points $x^* \in X^*$ are called the global minimizers or the global minimum points.

The global constrained minimization problem is usually written in the following form,

$$\min_{x \in X} f(x) \text{ subject to } g(x) \leq 0, \ h(x) = 0. \quad (5.3)$$

A point $x \in X$ is called a local minimizer or a local minimum point of problem (5.3) if $x$ is feasible and if there exists an $\epsilon > 0$ such that

$$f(x) \leq f(y) \text{ for any feasible } y \text{ with } \| y - x \| < \epsilon$$

where any norm $\| \|$ of $\mathbb{R}^m$ can be chosen. If $x$ is a local minimizer of (5.3) then $f(x)$ is called a local minimum of (5.3).

### 5.3 Constraints and Exhaustion Principle

The global constrained optimization problem, (5.3), involves both inequality and equality constraints.

If $g$ is a set of linear inequalities and if there are no equality constraints then it is well-known that $D$ is a convex polygon. If in addition the objective function $f$ is linear then a linear programming problem is obtained whose solution is normally found at a vertex of the polygon. We do not discuss this special problem.

In general the set $D$ may take an arbitrary non-convex shape when the constraints $g$ and $h$ are non-linear which means that $D$ can not in general be calculated exactly in a finite number of steps.

There are many methods that can be used to solve the constraint problem. Four favorite approaches are

(i) Kuhn-Tucker and related methods,

(ii) penalty methods,

(iii) exhaustion methods,
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(iv) statistical methods.

The Kuhn-Tucker methods aim to solve the Kuhn-Tucker conditions, cf. (1.4) and (1.5), in order to obtain the local minimizers which include the global minimizers.

Penalty methods reduce the constrained case to a sequence of unconstrained problems.

Exhaustion methods check the whole area under consideration piecewise for a certain property, for example, whether the points are feasible or not. The area can thus be reduced to a smaller one by eliminating the pieces with the unwanted property, for example, the infeasible pieces.

Statistical methods are very effective, but there is only a certain percentage of reliability on the result. The percentage may tend to 100 as the number of steps of the computation grows.

The choice of the method will depend on the dimension of the problem, the differentiability and stability conditions, the shape of D and other data, and on the personal preference. Finally, the chosen method will be supported by additional techniques such as local information, accelerating devices, etc.

We use the exhausting principle as the underlying approach for solving the constrained problem. The reasons are that the exhausting principle makes it possible to check the whole box systematically, it needs no differentiability assumptions and it is easy to combine with accelerating techniques if available.

The exhaustion principle is applied twice: First, it is used to discard infeasible areas. This is discussed in this section. Second, it is used to discard areas that cannot contain the global minimizer. This is done in Sec. 5.5. The main tool that makes it possible to use the exhaustion principle in a very effective manner is interval arithmetic.

It is assumed that g and h have inclusion functions G and H, that is, □g(Y) ⊆ G(Y) and □h(Y) ⊆ H(Y) for each Y ∈ Ω(X).

The aim of this section is to determine D, the feasible set. Although D will not be needed explicitly in this monograph we develop the computation of D thoroughly in order that the reader should become familiar with the exhaustion principle. As we can see in Sec. 5.7,
Alg. 6 which is introduced below has $D$ as solution set under very mild conditions, that is, $g$ and $h$ are continuous, and $w(G(Y)) \to 0$ as well as $w(H(Y)) \to 0$ when $w(Y) \to 0$. Practically, Alg. 6 will stop after a finite number of calculations, and $D$ cannot be reached. In this case, however, an approximating set $U$ is produced which has the following properties:

1. $D \subseteq U$,
2. $U = \bigcup_{i=1}^{l} Z_i$ where $Z_i \in \mathbf{I}(X)$ for some index $l$,
3. $\text{lb} G(Z_i) \leq 0, i = 1, \ldots, l$,
4. $0 \in H(Z_i), i = 1, \ldots, l$,
5. $U \setminus D$ is smaller than a given tolerance.

The boxes $Z_i$, cf. (2), are stored in a list by the algorithm. Thus, $l$ is the length of this list.

The set $U$ is restricted to a finite union of boxes by (2). Hence $U \neq D$ in general.

Since the set $U$ contains the feasible set it follows that the set $V = X \setminus U$, the complement of the set $U$ in $X$, is included in the infeasible set $X \setminus D$. This means that the set $V$ is an infeasible set which may be excluded from further considerations in the global constrained minimization problem.

Suppose now that a feasible inclusion $U$ has been computed. Then the set $U \setminus D$ is an infeasible region included in $U$, the estimate of the feasible region. The set $U \setminus D$ is an overestimate region.

This region may in general not be reduced to the empty set without further assumptions for $G$ and $H$. The reason for this is that independently of the subdivision technique the inclusion functions $G$ and $H$ may also introduce an uncertainty by overestimation since $\square g(Y) \subseteq G(Y), \square h(Y) \subseteq H(Y)$ and $0 < \text{ub} G(Y)$ or $H(Y) \neq 0$ can occur even if $Y$ is feasible.

The region of uncertainty clearly leads to a termination criterion: For this let

$Z^* = \bigcup \{Z_j \in U | \text{lb} G_i(Z_j) \leq 0 < \text{ub} G_i(Z_j) \text{ for some } i = 1, \ldots, k\}$
or \( 0 \in H_i(Z_j) \neq 0 \) for some \( i = k + 1, \ldots, r \).

Then if \( w(Z^*) < \epsilon \) for some predefined \( \epsilon \) the computation shall stop. Such a termination criterion makes sense if the assumptions for \( G \) and \( H \) mentioned above hold.

If the assumptions mentioned are not fulfilled, the properties (1) to (4) still hold.

The algorithm is initialized with the box \( X \) and \( G, H \). It then subdivides \( X \) and tests whether the inequality and equality constraints hold in each box created by the subdivision. Hence the name ”exhausting principle”.

When a box \( Y \) has been created by subdivision the inequality constraint inclusions \( G_i(Y), \ i = 1, 2, \ldots, k \), and the equality constraint inclusions \( H_i(Y), \ i = k + 1, \ldots, r \), are computed. The feasibility or the infeasibility of boxes \( Y \) can only be determined via the inclusions \( G \) and \( H \):

(i) If \( G(Y) \leq 0, H(Y) = 0 \) then \( Y \) is feasible,

(ii) if \( G_i(Y) > 0 \) for some \( i \) then \( Y \) is infeasible,

(iii) if \( 0 \not\in H_i(Y) \) for some \( i \) then \( Y \) is infeasible.

In all the other cases, a decision cannot yet be made. Thus, we call a box \( Y \) indeterminate (subject to \( G \) and \( H \)) if (i) to (iii) do not hold.

Alg. 6 stores a box \( Y \) if it satisfies (i) since \( Y \) is feasible. Together with Alg. 7, cf. Sec. 5.5, it can be checked whether \( Y \) contains any global minimizers. Box \( Y \) is discarded if it satisfies (ii) or (iii) since \( Y \) is infeasible; in this case \( Y \) cannot contain any minimizers such that we need not store \( Y \) for later use. If \( Y \) is indeterminate, \( Y \) will be subdivided such that a decision may be possible for subregions of \( Y \).

If \( G_i(Y) \leq 0 \) for some \( i \) then \( g_i(x) \leq 0 \) for \( x \in Y \), that is, the \( i \)-th constraint is satisfied in \( Y \). Thus, for any subbox \( Y_o \subseteq Y \), \( G_i(Y_o) \) need not be computed again, since \( g_i(x) \leq 0 \) for \( x \in Y_o \). The same holds for \( H_i \). Such an information is handled via flags. Thus, a flag vector

\[
R = (R_1, \ldots, R_r)
\]

is attached to each box under consideration where the components \( R_i \) take the values 0 or 1. The vector \( R \) is used as follows:
$R_i = 1$ indicates that $g_i(x) \leq 0$, if $i = 1, \ldots, k$, or that $h_i(x) = 0$, if $i = k + 1, \ldots, r$, for any $x \in Y$.

$R_i = 0$ indicates that, up to the current state of the computation, $g_i(x) \leq 0$ resp. $h_i(x) = 0$ for any $x$ has not been verified.

In later subdivisions of $Y$, the flags $R_i = 1$ are transferred to the subboxes, and recalculation of $G_i(Y_o)$ or $H_i(Y_o)$ need only take place if $R_i = 0$.

The algorithm generates and manipulates a list $L$ of pairs $(Y, R)$ where $R$ is the flag vector which describes the current feasibility situation for $Y$. $R = (1, \ldots, 1)$ means that $Y$ is feasible, and $Y$ is indeterminate if $R_i = 0$ for at least one index $i$. If boxes $Y$ are recognized as infeasible they are discarded so there is no need for a flag to denote such boxes.

The algorithm works by always subdividing the first indeterminate box on the list (having a flag vector where $R_i = 0$, for some $i$) if it exists. This box is the oldest indeterminate box of the list. After the subdivision there are three possibilities for each of the two new boxes. If a new box is feasible it is added to the end of the list with a flag vector $R = (1, \ldots, 1)$. If the box is indeterminate then it is entered onto the list immediately after all the indeterminate boxes on the list. Infeasible boxes are discarded.

The following algorithm contains a relaxation parameter $\epsilon_1 \geq 0$. First we admit no freedom and set $\epsilon_1 = 0$. In this case the algorithm works as explained. The impact of values $\epsilon_1 > 0$ is explained in the next section.

**Algorithm 6** The computation of a set including the feasible region.

1. Set $Y := X$.

2. Set $R = (R_1, \ldots, R_r) := (0, \ldots, 0)$.

3. Initialize list $L := ((Y, R))$.

4. Choose a coordinate direction $\nu$ parallel to which $Y_1 \times \ldots \times Y_m$ has an edge of maximum length, i.e. $\nu \in \{i : w(Y) = w(Y_i)\}$.
5. Bisect $Y$ normal to direction $v$, getting boxes $V_1, V_2$ such that $Y = V_1 \cup V_2$.

6. Remove $(Y, R)$ from the list $L$ while retaining $R$. \{Remark: $R_i = 0$ for some $i$.\}

7. For $j = 1, 2$

   (a) Set $R^j = (R^j_1, \ldots, R^j_k) := R$.

   (b) For $i = 1, 2, \ldots, k$ if $R_i = 0$ then

      i. Calculate $G_i(V_j)$.

      ii. If $G_i(V_j) > 0$ then go to (e).

      iii. If $G_i(V_j) \leq 0$ then set $R^j_i := 1$.

   (c) For $i = k + 1, k + 2, \ldots, r$ if $R_i = 0$ then

      i. Calculate $H_i(V_j)$.

      ii. If $0 \notin H_i(V_j)$ then go to (e).

      iii. If $H_i(V_j) \subseteq [-\epsilon_1, \epsilon_1]$ then set $R^j_i := 1$.

   (d) Enter $(V_j, R^j)$ onto the list after all the items having flag vectors $R \neq (1, \ldots, 1)$ and in front of the items having flag vectors $R = (1, \ldots, 1)$.

   (e) end (of $j$-loop).

8. If list is empty then terminate with output:

   • $D \neq \emptyset$.

9. Denote the first pair of the list by $(Y, R)$.

10. If the termination criteria hold then go to 12.


12. There are two possibilities for the boxes $Z_1, \ldots, Z_l$ on the final list:

   A: If no flag vector $R$ on the final list is equal to $(1, \ldots, 1)$ then the output is:
• It was not possible to decide whether $D$ (the feasible domain) is empty or not.
• If it is the case that $D \neq \emptyset$ then $D \subseteq \bigcup_{i=1}^{l} Z_i$.

B: If at least one flag vector $R$ is $(1, \ldots, 1)$ then the output is:
• $D \neq \emptyset$
• $D \subseteq \bigcup_{i=1}^{l} Z_i$.

13. End.

At termination the list contains some boxes that are feasible and some boxes that are indeterminate.

This algorithm has been presented in order to demonstrate the principle of the basic subdivision and exhaustion method for solving a set of constraints having only an inclusion function. It is, however, only computationally meaningful in combination with other algorithms. The separate description of Alg. 6 is also necessary for its convergence theory; see Sec. 5.7. The exhaustion principle of Alg. 6 is also applied if nonlinear equations are being solved that have curves, surfaces or other geometrical figures as a solution set, cf. Neumaier (1988).

5.4 Trouble with Constraints

Relaxing the constraints

If the optimization problem one has to solve involves equality constraints then no matter how long the computation lasts the algorithm may fail to produce even one feasible box $Y$. That is, in such cases

$$H(Y) = 0$$

must be verified which is mathematically as well as computationally almost impossible. For example, let $X = [0, 1] \times [0, 1]$, and let the feasible points $x = (x_1, x_2) \in X$ be characterized by $x_1 = x_2$. Thus, the feasible domain $D$ is the diagonal of $X$. Alg. 6 will never produce a feasible box. This example indicates a typical situation and is no exemption. If the algorithm runs on a computer then, additionally, rounding errors will
also prevent obtaining a result like \( H(Y) = 0 \). There is no general way out of this disaster. Nevertheless, a very important and far-reaching exception of this embarrassing situation is described in the second part of this section.

These circumstances are usually ignored by books on optimization. The general strategy is that, if a point \( x \) satisfies the constraints within a certain tolerance, \( x \) is accepted as a feasible point. Alg. 6 does not ignore these facts, and no uncertain points are accepted as feasible points, but the user gets the message that the existence of feasible points cannot be proven via the computation. If the user, however, knows that \( D \neq \emptyset \) (may be, due to theoretical investigations, or topological or analytical considerations, or due to practical reasons such as physical observations) then he is correct when using the result that \( D \) is included in the union of the remaining boxes \( Z_i \), cf. Step 12 of Alg. 6.

If the user does not intend to check whether a feasible point exists or not, but if he only requires some properties of the feasible points then the user may, assuming \( D \neq \emptyset \), relax the equality constraints and replace them with

\[
-\epsilon_1 \leq h_i(x) \leq \epsilon_1 \text{ for } x \in X, i = k + 1, \ldots, r,
\]

for some \( \epsilon_1 > 0 \). Thus the equality constraints are replaced by pairs of inequality constraints. The advantage of their use is that the algorithm may sooner find a "feasible" area which is of importance for the combined algorithms described in the sequel since the midpoint test can then be applied. The inequality constraints may also be relaxed in such cases. This could be done automatically by the program if no feasible box has been produced after a reasonable amount of computation has been done. This indicates that the feasible domain is probably of a lower dimension like a surface, hyperplane, etc., or of small size. Relaxations such as

\[
g_i(x) - \epsilon_1 \leq 0, \quad i = 1, \ldots, k,
\]

are reasonable.

If the algorithm is applied to the relaxed problem then the existence of feasible points can result. These feasible points are related to the relaxed and not to the original problem. However, the resulting unions,
\[ \bigcup_{i=1}^j Z_i, \] are inclusions of the set of feasible points of the original problem too.

Let us finally return to the termination criterion of Alg. 6 mentioned in the last section. The criterion is based upon the assumption that the area of \( Z^* \), which is the set of indeterminate points, tends to 0 as the computation continues. For conditions implying this assumption, see Sec. 5.7. There are rare cases where this assumption is not satisfied. To avoid such cases one can incorporate a side termination criterion which always causes a stop of the computation, for example:

Terminate when \( w(Y) < \epsilon \) for all indeterminate boxes \( Y \) of a current list.

Certainly, the printouts and results of Alg. 6 remain valid under this criterion.

**One way out**

As mentioned before there is one way to overcome the difficulties arising by lower-dimensional feasible areas, that is the application of Moore’s (1977) *test for the existence of solutions of equations*. Hansen-Walster (1987a) were the first to suggest that this test should be applied to constrained optimization. The assumptions under which this test works are that

(i) the constraint functions which cause problems are of \( C^1 \),

(ii) there are not too many troublesome constraints.

Let \( Y \) be an indeterminate box. In order to prove that \( Y \) contains a feasible point we proceed as follows: Without restriction of the generality, let

\[
\begin{align*}
\inf G_i(Y) &< \sup G_i(Y) \text{ for } i = 1, \ldots, \kappa(\leq k), \\
0 &
\end{align*}
\]

for \( i = k + 1, \ldots, k + \rho(\leq r) \),

\[ s := \kappa + \rho. \]

The remaining constraints shall not be violated,

\[
\begin{align*}
G_i(Y) &\leq 0 \text{ for } i = \kappa + 1, \ldots, k, \\
H_i(Y) &= 0 \text{ for } i = k + \rho + 1, \ldots, r.
\end{align*}
\]

We need the following assumptions:
(i) $g_1, \ldots, g_\kappa, h_{k+1}, \ldots, h_{k+\rho}$ are $C^1$-functions,

(ii) $s \leq m$.

We choose $s$ components of $Y$ - for simplicity the first $s$ - and build a subbox of $Y$,

$$\bar{Y} := Y_1 \times \ldots \times Y_s.$$  

If $s < m$ then $\bar{Y}$ is part of the edge of $Y$. Let further $\bar{c} := \text{mid} \bar{Y}$, $c_i := \text{mid} Y_i$ for $i = s+1, \ldots, r$, and

$$\bar{x} := (x_1, \ldots, x_s).$$

The assignments

$$\phi_i(\bar{x}) := \begin{cases} g_i(\bar{x}, c_{s+1}, \ldots, c_m), & i = 1, \ldots, \kappa, \\ h_{i+k-k}(\bar{x}, c_{s+1}, \ldots, c_m), & i = k+1, \ldots, k+\rho \end{cases}$$

for $\bar{x} \in \bar{Y}$ define an $s$-dimensional vector-valued function

$$\phi = (\phi_1, \ldots, \phi_s)^T : \bar{Y} \to \mathbb{R}^s.$$ 

Let $J_\phi(\bar{x})$ denote the Jacobian matrix of $\phi$ at $\bar{x} \in \bar{Y}$, and $J(\bar{Y}) \in I^{s \times s}$ be an interval matrix that contains the matrices $J_\phi(\bar{x})$ for all $\bar{x} \in \bar{Y}$. For instance, $J(\bar{Y})$ could be the natural interval extension of $J_\phi(\bar{x})$ to $\bar{Y}$, or $J(\bar{Y})$ could be constructed using the methods of Sec. 2.8 such that $J(\bar{Y})$ has a smaller number of interval entries.

We consider the equation

$$\phi(\bar{c}) + J(\bar{Y})(\bar{x} - \bar{c}) = 0$$

with respect to the variable $\bar{x} \in \bar{Y}$. Let $S$ be the solution set of this equation as defined in Sec. 2.9. A theorem of Bao-Rokne (1987), which is a generalization of Moore’s (1977) existence theorem, says that if $S \subseteq \bar{Y}$ then $\phi$ has a solution $\bar{x}_0$ in $\bar{Y}$, that is $\phi(\bar{x}_0) = 0$. In practice it does not matter that neither $S$ nor $\bar{x}_0$ is known. In order to verify $S \subseteq \bar{Y}$ it is sufficient, for instance, to apply one iteration of the interval Newton method to $\phi$ in $\bar{Y}$, that is Step 2 of the algorithm as presented in Sec. 2.9. (This step can be executed, for instance, with the relaxation procedure of Sec. 2.10, with the elimination procedure of Sec. 2.10, or
even with one iteration of the complete Hansen-Greenberg realization.) The iteration will yield a superset \( Z \) of \( S \). If now \( Z \subseteq Y \) then \( S \subseteq Y \) and the assumption is verified. In this case we know that a feasible point 
\[
 x_0 := (x_0, c_{s+1}, \ldots, c_m)^T
\]
exists in \( Y \), that is, \( g(x_0) \leq 0 \) and \( h(x_0) = 0 \). Therefore, \( D \) is not empty.

Owing to the construction of \( \phi \) we know that this feasible point 
\( x_0 \) has \( g_1, \ldots, g_k \) as active constraints and \( g_{k+1}, \ldots, g_k \) as inactive constraints. If therefore the interval Newton iteration results in \( Z \cap Y = \emptyset \) which means that \( \phi \) has no solution in \( Y \) (cf. Sec. 2.9), then one cannot conclude that \( Y \) has no feasible point. One can only conclude that there is no feasible point in \( Y \) having \( g_1, \ldots, g_k \) as active constraints.

The knowledge that \( Y \) has a feasible point and that \( D \) is not empty has no direct influence on Alg. 6, but it is of importance in the sequel when the existence of feasible points is necessary for the application of the midpoint test and other accelerating devices. Therefore one will not apply the existence test in connection with Alg. 6 too early since the smaller the box \( Y \) is the likelier the existence test yields a positive result. One will further choose a box for the test which has a flag vector \( R \) with as few zero components as possible.

### 5.5 The Basic Algorithm

In this section the basic algorithm for solving the constrained problem (5.3) is developed. It is a minimum algorithm and it is recommended that it is combined with steps that accelerate the speed of the computation. The algorithm is, however, described separately in order to make the influence of interval arithmetic more transparent, in order to give the reader the possibility of combining the basic algorithm with his special choice of accelerating devices - a few of which are described in the following sections - and, finally, since the convergence properties, cf. Theorem 15, are addressed exactly to this algorithm due to our notation of a basic algorithm in Sec. 5.1.

The following Alg. 7 combines Alg. 6 (for obtaining the feasible domain) with Alg. 3 of Ch. 3 (Hansen's basic algorithm for solving the global unconstrained case). Since Alg. 6 as well as Alg. 3 of Ch. 3 use
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the exhaustion principle, Alg. 7 does as well. Alg. 7 is, however, not constructed by appending Alg. 3 of Ch. 3 to Alg. 6. Instead the steps of the two contributing algorithms are merged together in order to avoid repeated processing of one and the same box. The main features of Alg. 7 are:

- It uses subdivision (exhaustion principle) for the localization of the global minimizers and global minimum (Step 6 of Alg. 7).
- It discards both feasible and infeasible boxes using the midpoint test (Step 11 of Alg. 7).
- It uses interval evaluation of the constraints to discard infeasible boxes (one constraint violated) or to find feasible boxes (all constraints satisfied). It only recalculates constraints previously undecided (Step 8 of Alg. 7).

The aim of Alg. 2 is to determine $X^*$, the set of global minimizers, and $f^*$, the global minimum of the constraint problem (5.3). As we can see in Sec. 5.7, Alg. 7 has $X^*$ and $f^*$ as solution set under very mild conditions, that is, $f$, $g$, and $h$ are continuous, the inclusion functions $F,G,$ and $H$ of $f,g,$ and $h$ resp. satisfy the usual contraction conditions, $w(F(Y)) \to 0$, $w(G(Y)) \to 0$ and $w(H(Y)) \to 0$ as $w(Y) \to 0$, and further, some topological conditions. Practically, Alg. 7 will stop after a finite number of operations, and $X^*$, $f^*$ cannot be reached. In this case, approximating data $(U, \tilde{y}, \tilde{f})$ are produced which have the following properties:

1. $X^* \subseteq U$,
2. $U = \bigcup_{i=1}^{l} Z_i$ where $Z_i \in I(X)$ for some index $l$,
3. $U \setminus X^*$ is smaller than a given tolerance,
4. $\tilde{y} \leq f^* \leq \tilde{f}$ if a solution exists,
5. The difference $\tilde{f} - \tilde{y}$ (error estimate) is smaller than a given tolerance, if $D \neq \emptyset$, where $D$ denotes the feasible region.
The boxes $Z_i$, cf. (2), are just the boxes which are in the list at the termination. Thus, $l$ is the length of the final list. The value $\bar{y}$ arises from Step 10 of Alg. 7. It is the only lower bound $v_j$, cf. Step 8(b), guaranteed to be an underestimate of $f^*$. The value $\bar{f}$ arises from Steps 2 and 8(f). It is the smallest function value of a feasible point which has been computed. If $D = \emptyset$ then $\bar{f} = \infty$.

If the assumptions mentioned above do not hold, properties (1), (2) and (4) are nevertheless valid. Also (3) and (5) remain frequently valid.

Points (3) and (5) can be used for termination criteria, as extensively discussed in the unconstrained case. Possible termination criteria are thus:

(i) Terminate if $\bar{f} - \bar{y} < \epsilon$.

(ii) Terminate if $\sum_{i=1}^l w(Z_i) < \epsilon$ where $Z_i$ are the boxes of the final list and $l$ its length.

(iii) Terminate if $w(Z_i) < \epsilon$ where $Z_i$ are as in (ii).

Criterion (i) causes a stop if the convergence assumptions are fulfilled. Criterion (ii) causes a stop if the convergence assumptions are satisfied and the $m$-dimensional Lebesgue measure of $X^*$ is smaller than $\epsilon$. Criterion (iii) always works. At numerical computation it can happen that (i) and (ii) do not work because of an accumulation of rounding errors. In such cases $\epsilon$ has to be chosen larger or (iii) may be used.

The following basic algorithm for solving the global constraint minimization problem (5.3) has as input data the dimension of the problem, $m$, the domain $X$ of the problem, inclusion functions $F, G$, and $H$ of $f, g$, and $h$, and a feasible point $\bar{x}$ if available. Finally a relaxation parameter $\epsilon_1 \geq 0$ is provided. If $\epsilon_1 = 0$ then problem (5.3) is solved. If $\epsilon_1 > 0$ then the relaxed problem is solved which arises from (5.3) by replacing the equality constraints $h_j(x) = 0$, $x \in X$, by inequality constraints $h_j(x) \in [-\epsilon_1, \epsilon_1], x \in X$, for $j = k + 1, \ldots, r$, cf. Sec. 5.4.

**Algorithm 7** The basic algorithm for solving the global constrained optimization problem.
1. Set $Y := X$.

2. If a feasible point $\bar{x}$ is given set $\bar{f} := \text{ub}F(\bar{x})$ else set $\bar{f} := \infty$.

3. Set $R = (R_1, \ldots, R_r) := (0, \ldots, 0)$; set $y := \text{lb}F(Y)$.

4. Initialize list $L := ((Y, y, R))$.

5. Choose a coordinate direction $\nu$ parallel to which $Y_1 \times \cdots \times Y_m$ has an edge of maximum length, i.e. $\nu \in \{i : w(Y) = w(Y_i)\}$.

6. Bisect $Y$ normal to direction $\nu$, getting boxes $V_1, V_2$ such that $Y = V_1 \cup V_2$.

7. Remove $(Y, y, R)$ from the list $L$ while retaining $R$.

8. For $j = 1, 2$

   (a) Set $R^j = (R_1^j, \ldots, R_r^j) := R$.

   (b) Calculate $F(V_j)$ and set $v_j = \text{lb}F(V_j)$.

   (c) If $\bar{f} < v_j$ then go to (h).

   (d) For $i = 1, 2, \ldots, k$ if $R_i = 0$ then

      i. Calculate $G_i(V_j)$.

      ii. If $G_i(V_j) > 0$ then go to (h).

      iii. If $G_i(V_j) \leq 0$ then set $R_i^j := 1$.

   (e) For $i = k + 1, k + 2, \ldots, r$ if $R_i = 0$ then

      i. Calculate $H_i(V_j)$.

      ii. If $0 \not\in H_i(V_j)$ then go to (h).

      iii. If $H_i(V_j) \subseteq [-\epsilon_1, \epsilon_1]$ then set $R_i^j := 1$.

   (f) If $R^j = (1, \ldots, 1)$ then set $\bar{f} := \min(\bar{f}, \text{ub}F(c_j))$ where $c_j = \text{mid} V_j$.

   (g) Enter $(V_j, v_j, R^j)$ onto end of list.

   (h) End (of $j$-loop).

9. If list $L$ is empty then terminate with output:

   • $D = \emptyset$ (no feasible point).
10. Choose a triple \((\bar{Y}, \bar{y}, \bar{R})\) from the list which satisfies \(\bar{y} \leq z\) for all triples \((Z, z, R)\).

11. (Midpoint test). Discard all triples \((Z, z, R)\) on the list that satisfy \(\bar{f} < z\).

12. Denote the first pair of the list by \((Y, y, R)\).

13. If termination criteria hold go to 15.

14. Go to 5.

15. There are two possibilities for the boxes \(Z_1, \ldots, Z_t\) on the final list:

   A: If no flag vector \(R\) on the final list is equal to \((1, \ldots, 1)\) then the output is:
   
   - It was not possible to decide whether \(D\) (the feasible domain) is empty or not.
   - If it is the case that \(D \neq \emptyset\) then
     
     \[
     X^* \subseteq D \subseteq \bigcup_{i=1}^t Z_i,
     \]
     
     \[
     \bar{y} \leq f^*.
     \]

   B: If at least one flag vector \(R\) is \((1, \ldots, 1)\) then the output is:
   
   - \(D \neq \emptyset\)
   - \(X^* \subseteq \bigcup_{i=1}^t Z_i\)
   - \(\bar{y} \leq f^* \leq \bar{f}\).

16. End.

If the number of indeterminate boxes does not shrink during the continued course of the algorithm and if the difference \(\bar{f} - \bar{y}\) does not decrease, it is likely that some region is left for which it cannot be decided whether it is feasible or not in spite of the repeatedly executed bisections. These phenomena are mainly due to the geometric shape of
$D$ and they will almost always occur if equality constraints are involved in the optimization problem.

By assigning a positive value to the relaxation parameter $\epsilon_1$ results may be obtained that might be useful for the user. In this case one must again be aware that the solutions refer to the relaxed and not to the originally posed problem. Nevertheless such solutions are frequently more helpful than results which are too far from the correct solution to be realistic.

Therefore we recommend to incorporate the existence test described in Sec. 5.4 whenever possible. It is reasonable to submit the box $\bar{Y}$ to the test or another box $Z$ having a low value $z = \text{lb}F(Z)$. If the test confirms the existence of a feasible point in a box $Z$ then the value

$$\text{ub}F(Z)$$

is a reliable upper bound of $f^*$ and appropriate for updating $\bar{f}$ by

$$\bar{f} := \min(\bar{f}, F(Z)).$$

The test and the subsequent updating are best inserted between Steps 10 and 11 of the algorithm. The midpoint test (Step 11) following the test can then already use the hopefully improved value $\bar{f}$.

If the existence test is applied periodically, convergence can be obtained even though the conditions for convergence, cf. Sec. 5.7, do not hold.

### 5.6 Optimization Problems with Inexact Data

Frequently, the functions $f$, $g$, and $h$ which occur in problem (5.3) cannot be given exactly. This may be the case when they originate from observations, measurements, physical experiments, or even from previous numerical computations. For example, if the earth acceleration, light velocity, etc. are part of such functions, the function values will not be real numbers but tolerances of real numbers. This means that the function values are intervals, a situation which may arise for all functions involved in (5.3).
In this section we show how one can solve such ill-posed problems and subordinate them to our general approach for solving (5.3). See also Hansen (1984).

Our inexactely posed problem is the following: Solve (5.3), that is, solve
\[
\min_{x \in \mathcal{X}} f(x) \text{ subject to } g(x) \leq 0, h(x) = 0
\]
where \( f, g, \) and \( h \) are not exactly known. The assumption is that instead of \( f, g \) and \( h \) tolerance functions
\[
\phi : X \rightarrow \mathcal{I}, \psi : X \rightarrow \mathcal{I}^k \text{ and } \chi : X \rightarrow \mathcal{I}^{-k}
\]
are known where
\[
f(x) \in \phi(x), \ g(x) \in \psi(x) \text{ and } h(x) \in \chi(x)
\]
for all \( x \in X \).

Certainly, owing to the ill-posed problem statement, an exact solution cannot be expected even with an "ideal" algorithm. Since, however, \( \phi, \psi \) and \( \chi \) act in some manner as inclusion functions for \( f, g, \) and \( h \) one can apply the logical relationships between functions and inclusion functions as in the previous sections. Thus, if \( x \in X \) and if
\[
\text{ub}(x) \leq 0, \ \chi(x) = 0
\]
then \( x \) is feasible (with respect to problem (5.3), naturally). If
\[
\text{lb}(x) > 0 \quad \text{for some } i = 1, \ldots, k \quad \text{or}
0 \notin \chi_i(x) \quad \text{for some } i = k + 1, \ldots, r
\]
then \( x \) is infeasible. If \( x \) satisfies none of these conditions then a decision as to whether \( x \) is feasible or not is not possible, and \( x \) remains indeterminate.

In order to make the ill-posed problem accessible to Alg. 6 and Alg. 7, we need inclusion functions \( F, G, \) and \( H \) for \( \phi, \psi, \) and \( \chi \). This means that
\[
\square \phi(Y) \subseteq F(Y), \quad \square \psi(Y) \subseteq G(Y), \quad \square \chi(Y) \subseteq H(Y)
\]
for any \( Y \in \mathcal{I}(X) \). This implies that \( F, G, \) and \( H \) are also inclusion functions for \( f, g, \) and \( h \) and the methods and algorithms of this chapter can be applied directly.
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That is, if Alg. 6 is applied to $X, F, G$, and $H$, then $D$ or inclusions $U$ of $D$ will be produced. Also the results are possible that no feasible point exists or that a decision whether a feasible point exists cannot be given and an inclusion for the eventually existing feasible set $D$ is given. Analogously, if Alg. 7 is applied.

Since $\phi(x) \subseteq F(x)$, etc., for $x \in X$, which means that, in general, $w(F(X)) > 0$ even though $w(Y) = 0$ for $Y = x$, the convergence conditions $w(F(Y)) \to 0$ as $w(Y)$ etc. will not be satisfied, cf. Sec. 5.7. Thus, the feasible set $D$ or $f^*$ and $X^*$ cannot be approximated as well as one would have wished.

5.7 Convergence Properties

In this section the mathematical background for Alg. 6 and Alg. 7 is given. We supply sufficient conditions under which the solution set of Alg. 6 is $D$, the set of feasible points of the global constraint optimization problem, and under which the solution set of Alg. 7 is the set of global minimizers, $X^*$, and the global minimum, $f^*$, of problem (5.3). The accelerating devices of the following sections have no influence on the solution sets of the algorithms.

The main assumptions we need are the contraction properties of the inclusion functions in the same manner as in the unconstrained case. If again $F, G$ and $H$ are the inclusion functions of $f, g$, and $h$, as defined in (5.3), we consider the following assumptions,

\[ w(F(Y)) \to 0 \text{ as } w(Y) \to 0 \text{ for } Y \in I(X), \quad (5.4) \]

\[ w(G(Y)) \to 0, \ w(H(Y)) \to 0 \text{ as } w(Y) \to 0 \text{ for } Y \in I(X). \quad (5.5) \]

(5.4) implies the continuity of $f$, and (5.5) implies the continuity of $g$ and $h$.

Notation like $U_n \to D$ means $d(U_n, D) \to 0$ where $U_n$ and $D$ are non-empty compact sets and $d$ is the Hausdorff-metric of compact sets; see Sec. 3.2.

Let us start with Alg. 6. We use the notation of Sec. 5.3 but add subscripts where necessary. Let $Z_{n1}, \ldots, Z_{m_n}$ be the boxes which are
in \( L_n \), that is, the list at the \( n \)-th iteration. Let

\[
U_n = \bigcup_{i=1}^{i_n} Z_{ni}.
\]

We then have the following theorem.

**Theorem 14** Let Alg. 6 be applied to the box \( X \), the relaxation parameter \( \epsilon_1 = 0 \) and the inclusion functions \( G \) and \( H \) of \( g \) and \( h \). If the contraction assumptions (5.5) hold, then the sequence \( (U_n) \) forms a nested sequence and \( \bigcap_{n=1}^{\infty} U_n = D \) which means that \( U_n \to D \) if \( D \neq \emptyset \).

**Proof.** It is obvious that \((U_n)\) is nested. In order to get a contradiction for the remaining assertion we assume that the point \( x \in X \) is infeasible but that \( x \in U_n \) for all \( n \). Let \( W_n \) be one box of the list \( L_n \) that contains \( x \). Since the bisection of a box is done normal to the direction of a largest edge, one gets \( w(W_n) \to 0 \) as \( n \to \infty \), cf. Lemma 1 of Ch. 3. This implies \( W_n \to x \) as \( n \to \infty \). Since \( g_i(x) > 0 \) for some \( i = 1, \ldots, k \) or \( h_i(x) \neq 0 \) for some \( i = k + 1, \ldots, r \), we have \( G_i(W_n) \to g_i(x) \) resp. \( H_i(W_n) \to h_i(x) \) as \( n \to \infty \) due to (5.5). This means that for some \( n \), \( \text{lb} G_i(W_n) > 0 \) resp. \( 0 \not\in H_i(W_n) \) such that the algorithm recognizes \( W_n \) as infeasible and deletes \( W_n \). Thus \( W_n \) cannot be a box of list \( L_n \). This gives the contradiction. \( \square \)

Let us now investigate how Alg. 7 works. Again let \( Z_{ni}, \ldots, Z_{ni} \) be the boxes of list \( L_n \) and \( U_n = \bigcup_{i=1}^{l_n} Z_{ni} \) where \( l_n \) is the length of \( L_n \); see Sec. 5.5. Let \( y_n \) be the current value of \( \bar{y} \) in list \( L_n \), and let \( f_n \) be the current value of \( \bar{f} \) in list \( L_n \).

The convergence properties of Alg. 7 depend on the possibility of applying the midpoint test as often as desired in order to exhaust all points which are not global minimizers. This leads to the following assumption which is mainly of a topological character:

\[
\begin{align*}
\text{There exists a sequence of points } x_n \text{ lying in the interior of the feasible domain } D \text{ and converging to some global minimizer } x^* \in X^*. \\
\end{align*}
\]

(T)

It is certainly difficult to verify (T) a priori since neither \( D \) nor \( X^* \) is known. The disadvantage of such assumptions is, however, shared
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by convergence proofs of other, also non-interval, algorithms for global constraint problems. A sufficient condition for (T) is, for example, that $D \neq \emptyset$ is connected and that the closure of the interior of $D$ contains $D$. Another sufficient condition is that at least one global minimizer lies in the interior of $D$, etc.

The following theorem discusses the convergence properties of Alg. 7.

**Theorem 15** Let Alg. 7 be applied to the box $X$, the relaxation parameter $\epsilon_1 = 0$ and the inclusion functions $F, G$, and $H$ of $f, g$, and $h$, resp. Let the contraction assumptions (5.4), (5.5) and condition (T) be satisfied. Then the sequence $(U_n)$ is nested and $\bigcap_{n=1}^{\infty} U_n = D$ which means that $U_n \to D$. Furthermore, $\bar{y}_n \to f^*$ with $\bar{y}_n \leq f^*$ and $f_n \searrow f^*$ as $n \to \infty$.

**Proof.** It follows directly from the construction of Alg. 7 that $(U_n)$ is nested and that $U_n \supseteq D$ for all $n$. It is further obvious that, for any $n$,

$$\bar{y}_n \leq f^*, \quad (5.6)$$

$$f^* \leq f_n, \quad (5.7)$$

$$f_{n+1} \leq f_n. \quad (5.8)$$

Since the bisection of the boxes is executed in the same way as in the unconstrained case we have

$$w(Y_n) \to 0 \text{ as } n \to \infty;$$

see proof of Lemma 1 of Ch. 3. Furthermore since $w(Y_n) \geq w(Z_{ni})$ for $i = 1, \ldots, l_n$, we get

$$w(Z_{ni}) \to 0 \text{ as } n \to \infty \quad (5.9)$$

independent of $i$.

We will first show that

$$\bar{y}_n \to f^*. \quad (5.10)$$

Now, $\bar{y}_n = \text{lb} F(\bar{Y}_n) \leq z_{ni}$ for all $i = 1, \ldots, l_n$. Since $w(Y_n) \to 0$ due to (5.9), it follows from (5.4) that $w(F(Y_n)) \to 0$. Since $f^* \in F(\bar{Y}_n)$ we
get (5.10). We justify the use of \( f^* \in F(\bar{Y}_n) \) later. If this formula was not true then we would have \( \bar{y}_n \rightarrow f^0 < f^* \) for some \( f^0 \in R \) because of (5.6). This would imply \( F(\bar{Y}_n) \rightarrow f^0 \) which would finally mean \( \text{ub} F(\bar{Y}_n) < f^* \), that is, \( \bar{y}_n \) would be infeasible for sufficiently large \( n \). Since \( w(G(\bar{Y}_n)) \rightarrow 0 \) as well as \( w(H(\bar{Y}_n)) \rightarrow 0 \) and since \( f \) is continuous which is implied by (5.4), \( \bar{y}_n \) would have been discarded for large \( n \) by the exhaustion of infeasible domains. This proves (5.10). Note that for the proof of (5.10) the midpoint test and thus assumption (T) are not needed.

We show next that
\[
    f_n \not\rightarrow f^*.
\]
Owing to (5.8) it suffices to show that
\[
    f_n \rightarrow f^*.
\] (5.11)

Let \( (x_n) \) be a sequence converging to some \( x^* \in X^* \) as is specified by (T). We can find a subsequence \((f_{k_n})_{n=1}^\infty\) of \((f_n)_{n=1}^\infty\) that satisfies
\[
    f_{k_n} \leq f(x_n) \text{ for each } n
\] (5.12)
as follows:

Given \( x_n \), there are two possibilities: Either

(i) there exists a box \( Z_{k_n} \) of list \( L_{k_n} \) such that \( x_n \in Z_{k_n} \) and \( \text{ub} G(Z_{k_n}) \leq 0, H(Z_{k_n}) = 0 \) or

(ii) there does not exist such a box as described in (i).

In case (i) we have \( f_{k_n} \leq \text{lb} F(Z_{k_n}) \leq f(x_n) \) owing to the updating procedure of \( \bar{f} \) in Alg. 7. In case (ii), we consider (5.5) and (5.9) which implies that a list \( L_{k_n} \) exists such that no box on the list contains \( x_n \). Since \( x_n \) is feasible the boxes of the former lists that contained \( x_n \) must have been discarded by the midpoint test, i.e. \( f_{k_n} < f(x_n) \), owing to (5.8). Thus, in both cases we have shown that
\[
    f_{k_n} \leq f(x_n).
\]
Since \( x_n \rightarrow x^* \) we get \( f(x_n) \rightarrow f^* \) owing to the continuity of \( f \). This shows, together with \( f^* \leq f_{k_n} \leq f(x_n) \) and (5.8), the assertion (5.11).
It remains to show that $\bigcap_{n=1}^{\infty} U_n = X^*$, In order to get a contradiction let us assume that, for some $x \notin X^*$, we have $x \in U_n$ for all $n$. This means that for any $n$ a box $Z_n$ belonging to a list $L_n$ exists with $x \in Z_n$. Since $w(Z_n) \to 0$ by (5.5), we get $Z_n \to x$ and further, $F(Z_n) \to f(x)$. Since $f_n \nabla f^*$ and $f(x) > f^*$, the boxes $Z_n$ are thus discarded for large $n$ by the midpoint test. This gives the contradiction. \hfill\Box

**Remarks.** (1) The convergence property

$$\bar{y}_n \nabla f^*$$

does not depend on the midpoint test and hence on (T). Only the contraction assumptions (5.4) and (5.5) are necessary for the proof.

(2) If the optimization problem involves equality constraints then the feasible domain will in general be a hypersurface with an empty interior with respect to the $m$-dimensional topology. The condition (T) therefore does not apply. Accordingly the relaxation is an important means for reestablishing a reasonable topological situation in the form of (T). If relaxation is undesirable or not possible then the periodical application of the existence test will frequently force convergence even under unfavorable circumstances.

## 5.8 Accelerating Devices: Overview

The basic algorithm given in Sec. 5.5 may be modified in a variety of ways by the incorporation of acceleration devices as discussed in the introduction to this chapter. We distinguish two types of acceleration devices:

- preprocessing devices,
- internal devices.

The purpose of the preprocessing devices is to prepare a good starting position for the basic algorithm and they are applied to the input
data before the basic algorithm starts. The internal devices are added within the iterations of the basic algorithm such that they are called up repeatedly.

The first preprocessing device is the search for an initial feasible point. If such a feasible point is known prior to the basic algorithm (Alg. 7) then the computation will be much more effective. The reason for this is that the initial minimum function value is then set to the value of \( f \) at the feasible point (or an upper bound of the objective function at the feasible point - see Step 2 of Alg. 7). This value is then used in the midpoint test to eliminate boxes that may not contain any global minimizers thus preventing superfluous processing. If such a value is not known then the midpoint test cannot be applied.

Finding a feasible point is in itself a nonlinear programming problem where numerical difficulties may be encountered if the set of constraints is ill-conditioned. For example, if the constraints are

\[ g_1(x) = x_1 + \delta - x_2 \leq 0 \]

and

\[ g_2(x) = -x_1 + \delta + x_2 \leq 0 \]

then there are no feasible points \((x_1, x_2)\) if \( \delta > 0 \), one feasible point \((x_1, x_2)\) if \( \delta = 0 \), and a continuum of feasible points if \( \delta < 0 \). If \(|\delta|\) is small or zero then it might be difficult to decide whether a feasible point exists or not.

For this reason it is recommended that the initial search for a feasible point be terminated whenever

- a feasible point has been found \( \text{or} \)

- it has been shown that there are no feasible points \( \text{or} \)

- it has not been possible to decide whether a feasible point exists \( \text{or not} \), but enough effort has been spent on this initial search.

The reason for terminating the process with an undetermined result is that although knowledge of an initial feasible point speeds up the computation it is not essential for the functioning (and correctness) of Alg. 7.

The precise statement of the search for a feasible point is:
Given a box \( X \in \mathbb{R}^n \) and constraint functions \( g, h \) as in problem (5.3), find a point \( \bar{x} \in X \) such that \( g(\bar{x}) \leq 0 \) and \( h(\bar{x}) = 0 \) or prove that such a point does exist in some subbox \( Y \) of \( X \).

There are a number of techniques for computing such a point (if it exists). Some of these techniques which fit nicely into our interval arithmetic approach are discussed in the sequel depending on the differentiability of the objective function and the constraints. The value at the feasible point will be denoted by \( \hat{f} \) and it may be used directly in the midpoint test or may be used as a starting point for the devices mentioned in the next paragraph.

The second set of preprocessing devices consists of techniques for finding new feasible points \( \bar{x} \) with \( f(\bar{x}) < \hat{f} \) in order to increase the effectiveness of the midpoint test. For this purpose we choose a few methods for finding a local minimizer for unconstrained optimization, as in Ch. 3, in the sequel. These methods typically determine a direction and a steplength from an initial point with the hope that the new point will provide a smaller function value. For the purpose of remaining in the feasible domain the methods are enhanced with a test for feasibility. If the new point is infeasible the stepsize is reduced in an iterative manner using a bisection procedure.

The internal devices include the procedures used to improve feasible points in order to enlarge the effectiveness of the midpoint test as in the preprocessing case. Tests for discarding subboxes directly (monotonicity test, interval Newton method) are counted as internal devices.

We further distinguish between

- local devices,
- global devices.

The local devices use point information and consist of classical non-interval procedures (search methods, gradient methods, Newton-like methods). They are used to improve the feasible points locally, that is, in a neighborhood of some feasible point already known. The global devices use the whole information available in a current subbox and
thus they are interval procedures. They are mainly used to discard subboxes directly or to determine all local and hence the global minimizers (interval Newton method). It is typical of the global devices that they can only be merged with the basic algorithm if the area to which they are applied is feasible.

Several devices were already treated in Chs. 2 and 3 such that our representation can be shortened in these cases.

5.9 Devices for Functions without Differentiability Properties

It is assumed here that both the objective function \( f \) and the constraint functions \( g, h \) are nonsmooth or not even continuous. This precludes the use of simple linearization techniques and all the more popular enhancements are therefore not available. If either \( f \) or \( g \) and \( h \) are nonsmooth one may combine appropriate devices from the following overview.

(A) Finding a feasible point

In the absence of smoothness of the constraint functions it is reasonable to focus on exhaustion techniques in connection with a branching – but no bounding – principle and the use of inclusion functions for the constraint functions.

We therefore propose a preprocessing exhaustion algorithm for finding a feasible point. It is applied to the box \( X \) and the constraint functions \( g \) and \( h \) of problem (5.3). This algorithm is positioned before the basic algorithm (Alg. 7). The preprocessing algorithm works in the following manner: By repeated bisection of the indeterminate boxes (these are the boxes which have not been computationally recognized as feasible or as infeasible) and the deletion of infeasible boxes the chances of finding a feasible point increase. In contrast to Alg. 6 we are not interested in having convergence to the feasible domain of the given problem; instead we wish to pick out just one feasible point as soon as possible.
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Technically, this algorithm maintains a list of indeterminate boxes starting with a list of one box, the problem area $X$. With each box the flag vector $R$ as introduced for Alg. 6 is attached. $R$ keeps track of which constraints are satisfied. The computation is finished when a feasible point is found or when it does not make sense to continue the iterations, cf. the termination criteria discussed below.

In order to reach a feasible point as fast as possible we search for it in boxes where the chances are optimal for finding one. The chances are obviously best in boxes which satisfy a maximal number of constraints, and if there are several boxes with the same maximal number we take that box which violates the remaining constraints minimally. This is the branching idea which we will pursue. It can be realized in the following manner:

A counter $\kappa$ keeping track of the number of satisfied constraints is maintained for each box. If several boxes have the same number of satisfied constraints then a measure due to Hansen-Sengupta (1983) will decide the priority and is computed as follows. If the current box is $Y$ then for each $i$ with $R_i = 0$ (meaning $Y$ is indeterminate)

$$\alpha_i = \frac{\text{ub} G_i(Y)}{w(G_i(Y))}$$

or

$$\beta_i = \frac{\text{ub} H_i(Y)}{w(H_i(Y))}$$

is computed. The measure $\alpha$ for the box $Y$ is now defined as the maximum of the computed values $\alpha_i$ and $\beta_i$. A box with the smallest $\alpha$ is selected among the boxes with the same maximum $\kappa$ for further processing.

Each time a box is chosen from the list $L$ for processing, a test is made to see if the midpoint is feasible. If so, the algorithm terminates with this point and the list of indeterminate boxes as output data.

Further, an input parameter $\varepsilon_2$ is provided. Its value may be chosen with the intention that boxes of width less than $\varepsilon_2$ are not to be subdivided further. The reason for this is that a box may contain points that satisfy $\kappa$ constraints for some $\kappa < r$, but never satisfy further constraints, which means that the subdivisions should be stopped for that
box if the width is too small. The box will be processed further in the main algorithm in any case such that no information is lost.

The algorithm also terminates if a prescribed number of iterations has been reached. The reason for this is that the main algorithm will continue the processing in a different manner and possibly report the case A in Step 15 of Alg. 7.

The algorithm will therefore be terminated if either

- a feasible point has been found or
- a limiting number of iterations has been reached or
- the boxes of the list have width smaller than some value $\epsilon_2$, as discussed above.

The input parameter $\epsilon_1$ has the same meaning as in Algs. 6 and 7 and one has to set $\epsilon_1 = 0$ if completely reliable results are required.

This results in the following algorithm.

**ALGORITHM 8** Preprocessing for getting a feasible point for the global constrained optimization algorithm.

1. Set $Y := X$.

2. Set $R = (R_1, \ldots, R_r) := (0, \ldots, 0)$, $\kappa = 0$, $\alpha = 0$.

3. Initialize list $L := ((Y, R, \kappa, \alpha))$.

4. Choose a coordinate direction $\nu$ parallel to which $Y_1 \times \cdots \times Y_m$ has an edge of maximum length, i.e. $\nu \in \{i : w(Y) = w(Y_i)\}$.

5. Bisect $Y$ normal to direction $\nu$ getting boxes $V_1, V_2$ such that $Y = V_1 \cup V_2$.

6. Remove $(Y, R, \kappa, \alpha)$ from the list $L$ while retaining $R$ and $\kappa$.

7. For $j = 1, 2$

   (a) Set $R_j = (R_{j1}, \ldots, R_{jr}) := R$, $\kappa_j := \kappa$. 
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(b) If \( w(V_j) < \epsilon_2 \) then set \( \alpha_j = -1 \) and \( \kappa_j = 0 \) and enter \((V_j, R, \kappa_j, \alpha_j)\) onto end of list and go to (g).

(c) Set \( \alpha := 0 \).

(d) For \( i = 1, 2, \ldots, k \) if \( R_i = 0 \) then
   
i. Calculate \( G_i(V_j) \).
   
ii. If \( G_i(V_j) > 0 \) then go to (g).
   
iii. If \( G_i(V_j) \leq 0 \) then set \( R_i^j := 1 \) and \( \kappa_j := \kappa_j + 1 \).
   
iv. If \( R_i^j = 0 \) then set \( \alpha := \max(\alpha, \frac{\text{ub}}{w(G_i(Y))}) \).

(e) For \( i = k + 1, k + 2, \ldots, r \) if \( R_i = 0 \) then
   
i. Calculate \( H_i(V_j) \).
   
ii. If \( 0 \notin H_i(V_j) \) then go to (g).
   
iii. If \( H_i(V_j) \subseteq [\epsilon_1, \epsilon_1] \) then set \( R_i^j := 1 \) and \( \kappa_j := \kappa_j + 1 \).
   
iv. If \( R_i^j = 0 \) then set \( \alpha := \max(\alpha, \frac{\text{ub}H_i(Y)}{w(H_i(Y))}) \).

(f) Enter \((V_j, R_i^j, \kappa_j, \alpha)\) onto the list as the first element if \( \kappa_j > \kappa \); otherwise enter onto list in order of decreasing \( \kappa \). If several elements on resulting list have same \( \kappa \) then order these with respect to decreasing \( \alpha \).

(g) End (of \( j \)-loop).

8. If list \( L \) is empty then terminate with output:
   
   • \( D = \emptyset \) (no feasible point exists).

9. Denote the first pair of the list by \((Y, R, \kappa, \alpha)\).

10. Set \( c = \text{mid} \ Y \).

11. If \( c \) is feasible then terminate with output:
    
    • \( c \) is feasible.

or if \( \alpha = -1 \) then terminate with output:

    • No feasible point found and all boxes on list \( L \) have width less than \( \epsilon_2 \).
or if iteration limit exceeded then terminate with output:

- No feasible point found and iteration limit exceeded.

(B) Improving the feasible point

We propose here the same primitive search procedure as in the unconstrained case, cf. Sec. 3.12. The starting point is either the midpoint of the current (feasible) box $Y$ or the feasible point produced by the preprocessing algorithm for finding a feasible point. Again, it does not matter if the current box $Y$ is left by the search, but we are not allowed to leave the feasible domain $D \subseteq X$. In the case where the search in a certain direction leads outside of $D$ one can repeat the search a few times in this direction with reduced steplengths.

As in the unconstrained case, subgradient or bundle methods etc. are available if $f$ is locally Lipschitz in $D$.

(C) Further improvements

The only advice we can give is to invest as much work as possible in order to construct a good inclusion function.

If, however, $f$ is locally Lipschitz the monotonicity test is applicable and the meanvalue form can be chosen as an inclusion function for $F$. The latter is also possible for $g$ and $h$ when these functions are locally Lipschitz.

5.10 Devices for $C^1$ Functions

It is now assumed that the objective function $f$ or the constraints $g$ and $h$ are $C^1$ functions. This opens up the possibility of using a number of techniques based on linearization.

(A) Finding a feasible point

Since the constraints may be linearized it is possible to use an extension of the usual Newton method for finding zeros of a nonlinear equation to search for a feasible point. This extension was suggested by Robinson (1972) and Daniel (1973) and it results in the following method.
The Robinson-Daniel Method

1. Choose \( x_0 \in X \).

2. For \( n = 0, 1, 2, \ldots \)
   
   (a) Choose \( x_{n+1} \) to minimize \( \| y - x_n \| \) over the set \( S_n \) of points \( y \) satisfying
   
   \[
   g(x_n) + J_g(x_n)(y - x_n) \leq 0 \\
   h(x_n) + J_h(x_n)(y - x_n) = 0.
   \]

   (b) If \( x_{n+1} \) is feasible then go to 3.
   
   (c) If other terminating conditions hold then go to 3.

3. End.

The norm used in the minimization procedure is the Euclidean norm. With this assumption a unique solution \( x_{n+1} \) exists since \( S_n \) is defined via linear equalities and linear inequalities, provided \( S_n \neq \emptyset \). The finding of a feasible point is thus referred to the solving of a sequence of so-called \textit{convex-simplex problems} (c.f. for instance Zangwill (1969)). Such problems are reduced to linear programming problems via the linearization of the convex objective function \( \phi(y) = \| y - x_n \| \).

Another approach which is quite attractive because of its simplicity is the approach via a smooth \textit{penalty function} where the objective function part is dropped, cf. Sec. 1.4. In the simplest case one computes one zero \( \bar{x} \) of the function

\[
\Phi(x) = \sum_{i=1}^{k} (\max(g_i(x), 0))^2 + \sum_{i=k+1}^{r} (h_i(x))^2
\]

using Newton’s method or related methods. This zero \( \bar{x} \) is certainly a feasible point. If several attempts to get a feasible point with a non-interval Newton algorithm fail, Alg. 8 together with the existence test (cf. Sec. 5.4 and 5.5) has the best chance of finding a feasible point or to prove its existence in a subbox sufficiently small. In general, a failure of local methods to get a feasible point will be observed if
equality constraints are involved in the optimization problem (5.3). In this case it will also be difficult to improve feasible points with local methods since these are based on linearizations which will lead out of the feasible domain. This makes the repeated application of the existence test necessary, which may prove the existence of improved feasible points.

Nevertheless, trouble as described in the previous paragraph can be avoided if the whole optimization problem (5.3) is reduced to the unconstrained optimization problem (3.1) by using the penalty model approach of Sec. 1.4.

(B) Improving a feasible point

As in the unconstrained case we propose gradient based methods for finding a lower function value. One only has to take care that the feasible domain $D$ is not left when iteratively constructing the next point. Reducing the stepwidth is a simple means for staying within $D$. The Fletcher-Reeves algorithm, for instance, is then modified as follows:

The Fletcher-Reeves Method

1. Given $x_0 \in D$ and set $p_0 := -f'(x_0)$.

2. For $n = 0, 1, 2, \ldots$
   
   (a) Let $\rho_n$ be a solution of the problem $\min_{\rho \geq 0} f(x_n - \rho p_n)$.

   (b) Set $x_{n+1} := x_n + \rho_n p_n$.

   (c) If $x_{n+1}$ is feasible then go to (e).

   (d) If $x_{n+1}$ is infeasible then set $\rho_n := \rho_n / 2$ and go to (b).

   (e) Set $p_{n+1} := -f'(x_{n+1}) + \beta_n p_n$ where $\beta_n = \frac{\|f'(x_{n+1})\|^2}{\|f'(x_n)\|^2}$.

   (f) If $f'(x_{n+1})$ is small enough then go to 3.

3. End.
Certainly, Step 2(d) should be executed only a few times.

(C) Further improvements

The meanvalue form is suggested for all kinds of inclusions needed whenever the box width is small. It is applied independently of the feasibility of the boxes since good inclusions are required in all cases.

The monotonicity test is applicable for feasible boxes only. There is no need to apply it to infeasible boxes since infeasible boxes are discarded anyway. Applying this test to indeterminate boxes can lead to wrong results since a strictly monotone $f$ can take its global minimum when descending from a feasible part to an infeasible part.

5.11 Devices for $C^2$ Functions

First of all, the techniques for $C^1$ functions are available and they can be combined with the techniques of this section. Second, if equality constraints occur in the optimization problem (5.3), the best way to solve (5.3) is to apply the interval Newton method to the Fritz John or to the Kuhn-Tucker conditions. This approach is to be combined with the midpoint test in order to exclude solutions of these conditions which are not global minimizers. The interval Newton method will produce subboxes $Y$ of $X$, the union of which contains the solutions. In order to guarantee the existence of solutions in the individual boxes the existence test of Sec. 5.4 and 5.5 may be applied to the boxes $Y$ singly. Thus one obtains comparative values which are necessary for the midpoint test. The existence test needs no extra numerical effort since the data which are involved in the test are a by-product of the iterations of the Newton algorithm.

The first to apply the interval Newton method to the John conditions were Hansen-Walster (1987b). They report that a very effective procedure results, which is superior if the global minimizers are edge points of the feasible domain or near the edge.

If equality constraints are missing or if it is preferred to solve the problem (5.3) in a relaxed manner, cf. Sec. 5.3, the following devices are useful:
(A) Finding a feasible point

There are several possibilities for finding a feasible point:

If the constraint functions are not too involved then the solving of the Kuhn-Tucker or Fritz John conditions is promising, when the objective function $f$ is set as identically zero, cf. Sec. 1.3.

For example, owing to the theory of Lagrangian multipliers, each feasible point solves the Fritz John conditions, that is, is a solution of the equations (1.2) where $f' \equiv 0$.

Newton-like methods may be used to solve these equations. Certainly they can fail. In this case we do not recommend the interval Newton method since the organizational effort is too high, and it would be better if interval Newton methods are used to solve the Fritz John conditions with the original objective function $f$ and, not as we do here, with vanishing $f$.

If $f$, $g$ and $h$ are not too complicated one would also apply the local Newton method to the complete John conditions to get a local minimizer. Then one can skip the "improving the feasible point" part since nothing could be improved locally.

If one insists that a feasible point should be found while not wishing to use interval methods then one should consider Schnabel’s (1982) paper where an interesting method for $C^2$ functions is developed.

(B) Improving a feasible point

Typically, Newton’s method for obtaining a local minimizer or one of its variants may be used. The advantage of these methods is that both a direction and a displacement are computed directly and may be used immediately without further calculations if the new point is feasible. A further advantage is the high rate of local convergence.

The Newton method for improving a feasible point

1. Given $x_0$ (feasible).
2. For $n = 0, 1, 2, \ldots$

   (a) solve $f'(x_n) + f''(x_n)(x_{n+1} - x_n) = 0$ with respect to $x_{n+1}$.  


(b) If \( x_{n+1} \) is feasible go to (d).

(c) If \( x_{n+1} \) is not feasible then set \( x_{n+1} := x_n + (x_{n+1} - x_n)/2 \)
and go to (b).

(d) End (of the \( n \)-loop).

If, for some \( n \), a certain number of stepwidth reductions in (c) is not successful then the computation should be stopped. One may also stop the computation if it turns out that the \( x_n \)'s tend to a local maximizer by checking the function values \( f(x_n) \). Further if \( x_0 \) is not close to a local minimizer the method can encounter considerable difficulties.

(C) Further improvements

Best results have been obtained if – as in the unconstrained case – each iteration of the basic algorithm was combined with just one iteration of the interval Newton method when the current box was feasible. As mentioned in (B), this approach is slow if the global minimizers are near the edge of the feasible domain. In this case the approach via the Fritz John conditions is preferable.

5.12 Numerical Examples

Example 1. (Levy-Gomez (1985), p. 243, Problem 2). We consider the two-dimensional problem

minimize \( f(x) := 0.1(x_1^2 + x_2^2) \)

s. t.

\( g_1(x) := 2 \sin(2\pi x_2) - \sin(4\pi x_1) \leq 0 \)

over the domain \((-1, 1], [-1, 1]^T\). The problem has at least 24 local minima. The feasible domain is also not connected. There is exactly one global minimizer \( x^* = (0, 0)^T \) with \( f(x^*) = 0 \).

The problem was solved using the basic algorithm Alg. 2 for the constrained problem. The inclusions for \( f \) and \( g_1 \) were computed using natural interval extensions.
Numerical Examples

The input data were:

\[ X = ([-1, 1], [-1, 1])^T \]
\[ \epsilon = E - 4 \]

as starting domain,

as termination parameter (when all boxes of the list have a width less than \( \epsilon \), the computation stops).

After 175 iterations of Alg. 2 the computations terminated with a lower bound of \( f^* \) of \(-3.7252E - 10\) and an upper bound of \( 1.8626E - 10\). The global minimizer was included in 4 boxes whose union was \(([-.6104E - 04, .6104E - 04], [-.6104E - 04, .6104E - 04])^T\).

The algorithm required \( N = 686 \) inclusion function evaluations where 415 evaluations were used to construct inclusions for the objective function and 271 were used to construct inclusions for the constraint function.

By comparison, the tunnelling algorithm in Levy-Gomez (1985) required \( N_f = 12495 \) and \( N_c = 16704 \) where \( N_f \) is the number of objective function evaluations and \( N_c \) is the number of constraint function evaluations which were needed for 20 runs of this problem. The 20 starting points were randomly chosen. Let \( L_x(x, u, v) \) be the derivative of the Lagrangian function of the problem with respect to \( x \), that is the vector which occurs as the left-hand side of the first line of (1.4). Then a point \( x \) is accepted as a local minimizer in Levy-Gomez when

\[ L_x(x, u, v)^T L_x(x, u, v) \leq 1.0E - 9. \]

(Originally, Levy-Gomez used an augmented Lagrangian function instead of \( L \). For simplicity, we provide the above acceptance criterion which does not deviate essentially from the one of Levy-Gomez.)

**Example 2.** (Levy-Gomez (1985), p. 243, Problem 2). This example is Example 1 solved using Alg. 2 with the preprocessing provided by Alg. 3.

The input data were the same as for Example 1.

After 1 iteration of Alg. 3 a feasible point, the zero vector, was found. With this initial point Alg. 2 required 114 iterations before it terminated with a lower bound of \( f^* \) of \( 0.0 \) and an upper bound
of $1.8626E - 10$. The global minimizer was included in 4 boxes whose union was $([-6.104E-04, .6104E-04], [-6.104E-04, .6104E-04])^T$.

The algorithm required $N = 351$ inclusion function evaluations where 256 evaluations were used to construct inclusions for the objective function and 95 were used to construct inclusions for the constraint function.

Comparison data were given in Example 1.

**Example 3.** (Levy-Gomez(1985), p. 243, Problem 2). Again we consider the constrained problem of Exs. 1 and 2. Here, Alg. 2 combined with the interval Newton method and the monotonicity test was applied as described on page 195. That is, if the box treated was feasible, each iteration of Alg. 2 was supplemented by the monotonicity test and by one iteration of the interval Newton algorithm, as it was the case with the accelerated treatment of unconstrained problems, cf. page 125 ff.

The input data was the same as for Exs. 1 and 2, with the exception that, additionally, the algorithm was supplied with one feasible point, which was already known from Ex. 2.

Alg. 2 required 62 iterations before it terminated delivering about the same output data as in Ex. 2. The algorithm needed 166 inclusion function evaluations where 134 evaluations were used to compute inclusions for the objective function and 32 were used to compute inclusions for the constrained function.

**Example 4.** (Zowe (1985), p. 350). We consider the following two-dimensional problem:

$\text{minimize } f(x) := (x_1 - 2)^2 + (x_2 - 1)^2$

s. t.

$g_1(x) := x_1^2 - x_2 \leq 0,$

$g_2(x) := x_1 + x_2 - 2 \leq 0$

for $x \in \mathbb{R}^2$. The global minimizer is $x^* = (1, 1)^T$ which is an edge point of the feasible domain. Both constraints are active. The global minimum is $f^* = 1$. 
We transformed the problem to an unconstrained but nonsmooth problem by using the penalty function (1.6). This penalty approach was combined with Alg. 1 in order to discard infeasible areas. Such a combination makes it unnecessary to use a sequence of penalty factors \( \rho_n \) to get convergence, cf. Sec. 1.4, because Alg. 1 causes the necessary push of the solution into the feasible domain. The algorithm for unbounded domains (Alg. 1 of Sec. 4.2) was then applied, incorporating the monotonicity test, to enclose the solutions of the problem. As inclusion function we took natural interval extensions and, for smaller boxes, meanvalue forms.

The input data were:

\[
X = \mathbb{R}^2 \quad \text{as starting domain,}
\]

\[
\lambda = 5 \quad \text{as boundary parameters, cf. Sec. 4.2,}
\]

\[
\epsilon = E - 6 \quad \text{as termination parameter (when all boxes of the list have a width less than } \epsilon, \text{ the computation stops),}
\]

\[
\rho = 1, 1.1, 2, 10, 100, 1000, 10000 \quad \text{as penalty factors.}
\]

The output data are described using

\[
N \quad \text{the number of inclusion function evaluations of (1.6),}
\]

\[
N_b \quad \text{the number of final boxes (they are all of width smaller than } \epsilon \text{ and their union includes } X^* = \{x^*\}).
\]

The following results were obtained as a function of the penalty factor \( \rho \), where \( f^* \) was included in an interval of width \( 5.97E - 7 \) in each case:

<table>
<thead>
<tr>
<th>( \rho )</th>
<th>( N )</th>
<th>( N_b )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>252</td>
<td>3</td>
</tr>
<tr>
<td>1.1</td>
<td>260</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>340</td>
<td>3</td>
</tr>
<tr>
<td>10</td>
<td>384</td>
<td>6</td>
</tr>
<tr>
<td>100</td>
<td>390</td>
<td>6</td>
</tr>
<tr>
<td>1000</td>
<td>390</td>
<td>6</td>
</tr>
<tr>
<td>10000</td>
<td>390</td>
<td>6</td>
</tr>
</tbody>
</table>
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\[ \textbf{Notation} \]

\[ \mathbb{R} \quad \text{Set of reals, 10, 26} \]
\[ \mathbb{N} \quad \text{Set of non-negative integers, 98} \]
\[ \mathbb{R}^{k \times l} \quad \text{Set of } k \times l \text{-matrices over } \mathbb{R}, \text{ 32} \]
\[ \mathbb{R}^k = \mathbb{R}^{k \times 1} \quad \text{Set of } k \text{-vectors (column vectors) over } \mathbb{R}, \text{ 11, 32} \]
\[ \mathbb{I} \quad \text{Set of real compact intervals, that is, } [a, b], \text{ etc., 27} \]
\[ \mathbb{I}^{k \times l} \quad \text{Set of } k \times l \text{-matrices over } \mathbb{I}, \text{ 32} \]
\[ \mathbb{I}^k = \mathbb{I}^{k \times 1} \quad \text{Set of } k \text{-vectors (column vectors) over } \mathbb{R}, \text{ 32} \]
\[ \mathbb{I}_\infty \quad \text{Set of all closed intervals (bounded or not), that is, } [a, b] \text{ (bounded), } [a, \infty), (-\infty, \infty) \text{ (unbounded), etc., 137} \]
\[ \overline{\mathbb{R}} = \mathbb{R} \cup \{-\infty, \infty\} \quad \text{The two-point compactified real line, 136} \]
\[ \mathbb{I} \quad \text{Set of all compact intervals over } \overline{\mathbb{R}}, \text{ for example, } [a, \infty], \infty = [\infty, \infty], \overline{\mathbb{R}} = [-\infty, \infty], \text{ etc., 136} \]
\[ \overline{\mathbb{R}}^m = \overline{\mathbb{R}}^m \quad \text{The } m \text{-fold topological product of } \overline{\mathbb{R}}, \text{ 136} \]
\[ \mathbf{I}(D) = \{ Y \in \mathcal{M}^n : Y \subseteq D \} \]
\[ \mathbf{I}(D) = \{ Y \in \mathcal{M}^n : Y \subseteq D \} \] for \( D \subseteq \mathbb{R}^m, 32, 137 \)
\[ \mathbf{L}_\infty(D) = \{ Y \in \mathcal{M}^\infty : Y \subseteq D \} \]

\( x_n, X_n \) Denote both iterates as well as components of \( x = (x_1, \ldots, x_m)^T \) or \( X = (X_1, \ldots, X_m)^T \), 11

\( x^T, X^T \) Transpose of \( x \) or \( X \), 32

\( x^i \) Denotes the components of \( x \) in exceptional cases when misunderstandings with iterates can occur, 59

\( \mathcal{C}^n \) Class of functions which have a \( n \)-th continuous derivative or partial derivatives. \( \mathcal{C}^1 \)-functions are also called smooth functions, 17

\( w(A) \) Width of intervals and boxes, 25, 31, 32

\( \text{mid}A \) Midpoint of intervals and boxes, 25, 31, 32

\( \text{lb}A \) Left endpoint (lower boundary) of an interval \( A \in \mathbf{I}, 31 \)

\( \text{ub}A \) Right endpoint (upper boundary) of an interval \( A \in \mathbf{I}, 31 \)

\( \text{lb}A \) Vector of left endpoints of a box \( A \in \mathcal{I}^m, 32 \)

\( \text{ub}A \) Vector of right endpoints of a box \( A \in \mathcal{I}^m, 32 \)

\( 0 < A \) \( 0 < \text{lb}A_i, i = 1, \ldots, m \) for \( A \in \mathcal{I}^m, 33 \)
**Notation**

0 ≤ A

0 ≤ lbA_i, i = 1, \ldots, m for A ∈ \mathbf{I}^m, etc., 33

A < B

ubA_i < lbB_i, i = 1, \ldots, m for A, B ∈ \mathbf{I}^m, 33

A ≤ B

ubA_i ≤ lbB_i, i = 1, \ldots, m for A, B ∈ \mathbf{I}^m, 33

x ∨ y

Smallest interval vector which contains x, y ∈ \mathbf{R}^m, 34

X ∨ Y

Smallest interval vector (or interval matrix) which contains X, Y ∈ \mathbf{I}^m (or X, Y ∈ \mathbf{I}^{m×m}), 34, 91

f : \mathbf{R}^m → \mathbf{R}

Mainly the objective function (function to be minimized), 10

x^*

Any global minimizer, 11

X^*

Set of all global minimizers, 73

f^*

Global minimum, 11, 73

f'(x) ∈ \mathbf{R}^{m×1}

Gradient of f at x

\[ f'(x) = (\frac{\partial f}{\partial x_1}(x), \ldots, \frac{\partial f}{\partial x_m}(x))^T \], 12

f''(x) ∈ \mathbf{R}^{m×m}

Hessian matrix of f at x

\[ f''(x) = \left( \frac{\partial^2 f(x)}{\partial x_i \partial x_j} \right)_{i=1,\ldots,m}^{j=1,\ldots,m} \], 17
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
<th>Annotations</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\partial f(x)$</td>
<td>Generalized gradient of $f$ at $x$</td>
<td>$\partial f(x) = ((\partial f)_1(x), \ldots, (\partial f)_m(x))^T$, 44</td>
</tr>
<tr>
<td>$g_i(x) \leq 0$</td>
<td>Inequality constraints, $i = 1, \ldots, k$, 10</td>
<td></td>
</tr>
<tr>
<td>$g : \mathbb{R}^m \rightarrow \mathbb{R}^k$</td>
<td>Inequality constraint functions (vector notation), 10</td>
<td></td>
</tr>
<tr>
<td>$J_g(x)$</td>
<td>$= (g'_1(x), \ldots, g'_k(x))^T$ Jacobian matrix of $g$ at $x$, 12</td>
<td></td>
</tr>
<tr>
<td>$h_i(x) = 0$</td>
<td>Equality constraints, $i = k+1, \ldots, r$, 10</td>
<td></td>
</tr>
<tr>
<td>$h : \mathbb{R}^m \rightarrow \mathbb{R}^{r-k}$</td>
<td>Equality constraint functions (vector notation), 10</td>
<td></td>
</tr>
<tr>
<td>$J_h(x)$</td>
<td>$= (h'_{k+1}(x), \ldots, h'_r(x))^T$ Jacobian matrix of $h$ at $x$, 12</td>
<td></td>
</tr>
<tr>
<td>$\Box f(Y)$</td>
<td>Range of $f$ over $Y$, 34</td>
<td></td>
</tr>
<tr>
<td>$f(Y)$</td>
<td>Natural interval extension of $f$ at $Y$, 35</td>
<td></td>
</tr>
<tr>
<td>$Y_n \rightarrow A$</td>
<td>Convergence of $Y_n$ to $A$ with respect to the Hausdorff-metric of compact sets, 78</td>
<td></td>
</tr>
<tr>
<td>$d(A, B)$</td>
<td>Hausdorff-metric of compact sets, 78, 140</td>
<td></td>
</tr>
<tr>
<td>$I$</td>
<td>Identity matrix, 19, 56</td>
<td></td>
</tr>
<tr>
<td>$E \pm k$</td>
<td>$10 \pm k$, 67, 90</td>
<td></td>
</tr>
</tbody>
</table>
Index

accumulation point of an interval sequence 78
active index set 13
active inequality constraint 11
automatic differentiation 120
bisection strategy 75
bounding principle 77
box 32, 73
branch and bound principle 74
branching principle 77
compactified problem 138
compactified unbounded intervals 135
conjugate gradient methods 20
constraint qualification 13
constraints 10
corvergence order 38
corvergence order of a set of sequences 99
corverges arbitrarily slowly 99
convex-simplex problem 191
direct search methods 21
discrere optimization problem 11
distributive law 28
equality constraint functions 161
equality constraints 161
exact penalty function 15
excess-width 38
exhaustion principle 118
factorable programming 120
feasible area 161
feasible point 11
feasible point 161
feasible region 11
feasible set 11, 161
Fletcher-Reeves method 192
fundamental property of interval arithmetic 36
generalized gradient 44
generalized Lagrangian function 12
global constrained minimization problem 162
global constrained optimization problem 161
global maximizer 74
global maximum 74
global minimizer 11, 73, 162
global minimum 11, 73, 162
global minimum point 11, 73, 162
global minimum value 11
global unconstrained minimization problem 1
global unconstrained optimization problem 1
global unconstrained optimization problem over unbounded
domains 138
Hansen’s algorithm 110 ff
Hansen-Greenberg realization 53 ff
Hausdorff-metric 78
Ichida-Fujii algorithm 108 ff
inactive inequality constraint 11
inclusion 33
inclusion function 35
inclusion isotonicity 29, 33
inclusion principle of interval arithmetic 27
inclusion principle of machine interval arithmetic 31
indeterminate 165
inequality constraint functions 161
inequality constraints 161
infeasible area 161
infeasible point 161
integer optimization problem 11
interval Newton algorithm 52 ff
interval Newton algorithm, one iteration of 53
interval arithmetic operations 27 ff
interval matrix operations 33
interval variable 34
interval vector operations 33
John criterion 12
Kuhn-Tucker conditions 13
Lagrangian function 13
Lagrangian multiplier 13
leading box 78
leading pair 78
linear interval equation 52
linear optimization problem 10
Lipschitz constant 38
Lipschitz inclusion function 38
local maximum 12
local maximum point 12
local minimizer 11, 162
local minimum 11
local minimum point 11, 162
local minimum value 11
local optimum 12
machine interval arithmetic 30 ff
machine intervals 136
machine-finite intervals 152
machine-infinite intervals 152
mathematical programming problem 10
mean-value form 39
mean-value form function 39
midpoint 32, 139
midpoint test 108
monotonicity test 44, 122, 146 ff
Moore’s existence test 170
Moore-Skelboe algorithm 77
natural interval extension 36, 151
Newton method 194
Newton’s method 17
Newton’s method for unconstrained optimization 18
non-wasteful 138
noncompactified unbounded intervals 136
nonlinear programming problem 10
objective function 10, 161
optimality conditions 13 ff
optimization problem 10
order 38
penalty factor 15
point intervals 27
Notation

preprocessing exhaustion algorithm 186
quadratic optimization problem 11
quasi Newton methods 19 ff
range 35
recursive differentiation 120
regularity condition 13
relaxation parameter 174
Robinson-Daniel method 191
secant methods 20
steepest descent algorithm 20
steepest descent methods 20 ff
subdistributive law 28
subdivision strategy 75
symmetric interval 30
Taylor form 39
Taylor form function 39
unconstrained minimization 16 ff
unconstrained minimization problem 16
unconstrained problem 10
variable metric methods 19
width 32, 139